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Abstract

This tutorial aims to present new trends, methaud @pplications of Virtual Environments
endowed with information/knowledge in order to pd®/ to the user more interesting
immersive interaction. We present concepts relmezhvironment modelling, visualization and
user interaction, mainly focused on some imporfamprieties: dynamic entities, adaptive
environment, intelligent agents and behavioural @wd Intelligent Virtual Reality
Environments (IVRE) integrate Virtual Reality, Artial Intelligence and Simulation tools and
techniques in order to provide more realism, moyaadiic environments and to improve
interaction with users. This tutorial aims to prasan overview of some important techniques
related to IVRE implementation, for example: ingght objects; autonomous agents control
architectures; knowledge acquisition, representaéind manipulation techniques; behavioural
models (physically based and/or human based);Téte. IVRE have been employed in many
applications, described in this tutorial, such @sommerce, e-learning, games, simulation of
real situations (from crowd simulation to roboties)d also visualization of animations and
study of specific behaviours. We conclude thisriatonvith some examples of IVRE practical
applications that our group developed recently: 3 - Crowd Modelling and Simulation
(e.g. simulation of emergency situations) and ADAFH - Adaptive 3D Intelligent Virtual
Environment (e.g. adaptive virtual bookstore anéaening environment).
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CHAPTER 1
Intelligent Virtual Reality
Environments (IVRE):
Principles, Implementation,
Interaction, Examples and
Practical Applications.

From Static Virtual Reality Environments to IVREIrtelligent Virtual Reality
Environments: Interactive, Reactive, Adaptive ampWated with Autonomous
Agents.
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I. Introduction

Virtual Reality (VR) is an attractive alternativerfthe development of more
interesting interfaces for the user. The environetmat make use of VR

techniques are referred as Virtual Reality Envirenta (VEs or VRES). In VEs,

according to [Avradinis 2000], the user is parttbé system, an autonomous
presence in the environment. He is able to navigatmteract with objects and to
examine the environment from different points oéwi As indicated in [Frery

2002], the three-dimensional paradigm is usefulnigabecause it offers the
possibility of representing information in a reatisway, while it organizes

content in a spatial manner. In this way, a laigarition in the visualization of

the information is obtained, allowing the user xplere it in an interactive way,

more natural to humans.

Nowadays, the attention of research community leenldocused to the
integration of Artificial Intelligence (Al) and VESThe objective is to create VEs
that explore the use of intelligent entities, aduptan effective graphical
representation and animation, allowing interactiohdifferent forms between the
VE components and improving dynamicity, realism amshbility of these
systems. According to [Aylett 2000, 2001], the eomiments that explore such
integration originated a new research and developragea, called Intelligent
Virtual Environments (IVEs). When these Virtual Enomments are implemented
through the adoption of 3D Virtual Reality interéa; they are called IVREs —
Intelligent Virtual Reality Environments. As indiea by Anastassakis (2001) and
Aylett (2000), the potential applications for thesmvironments are substantial,
since they can be applied in a variety of areasnijnaelated to applications in
simulation [Musse 2003, Heinen 2002b], entertairtnaem games [Milde 2000,
Nijhold 2000], education [Rickel 1997, Santos 2(p4ercommerce [Santos
2004b, Chittaro 2002] and industrial applicatioRgkel 1997].

IVRE research involves a multidisciplinary reseaagproach, including
concepts and techniques from different fields idelg: Computer Graphics (CG),
Virtual Reality (VR), Artificial Intelligence (Al), Artificial Life (AL),
Behavioural studies, Robotic concepts, Multi-Agemigraction, Interfaces and
Human-Computer Interaction, and many other knowdedgeas. This diversity
makes IVRE a fascinating and challenging reseaedth. f

There are different ways and approaches used tel@g®WRE systems,
but most of them focus on the integration of CompuGraphics (CG) and
Artificial Intelligence (Al) techniques. One of tmeost interesting possibilities of
virtual environments concerns the possibility ofpplating them with virtual
agents - intelligent and autonomous agents! Mongawves important that virtual
agents could behave in a realistic way, regardieg wisual aspect, their motion
and also the realism of their actions. Howeveddwelop really intelligent agents
which could perceive, adapt and behave in a noeratistic way in such type
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of environments is not a trivial task. This tutbqesents aspects of: i) how to
model virtual environments in order to provide mmf@tion for virtual agents

reducing the complexity of virtual agents’ behavgui) how to control agents in

order to accomplish a specific task; iii) how topiement interactions between
agents and the environment and interactions amomgpg of agents; iv) how to

automatically adapt the environment; and v) howptovide and improve the

agent knowledge about the user and the environment;

These and other aspects will be discussed in tidgial as well as we will
describe some practical examples of IVRE applicati@ have developed in our
research group. This tutorial is organized as vadloln next section we describe
some aspects of Virtual Reality Environments, idalg its modelling,
visualization and interaction. Section Ill discuss®w to add intelligence into
VEs and some aspects of Intelligent Virtual Realiypvironment, like its
organization and the introduction of agents andugrof agents with intelligent
behaviours. In addition, we present some aspectth@fconnection between
environment and virtual population, in this workated as individuals, groups
and crowds. Section IV describes aspects of cramdsgroups of virtual humans
populating virtual environments, while Sections WidaVl discusses some
applications of IVREs.
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I1. Virtual Reality Environments (VRE)

Virtual reality (RV) is a set of advanced interfaoels and techniques enabling:
user immersion on virtual worlds, navigation in g&eenvironments and
interaction with other real or virtual people andjexts present inside this
synthetic three-dimensional environment. The irtBoa should be in a natural
and intuitive way, and if possible, using multi-senal channels. In this section
are exposed some initial concepts about VirtuallieéRV), starting from a
global view of this area. An introduction to mod®l techniques and
visualization of three-dimensional environments| wié presented, considering
environments exploring non immersive navigation amédraction with the user
and also the use of special immersion devices.

II-1. VR Environment Modelling

The 3D virtual environment modelling is the firdlage needed in order to
construct a VR application. It starts with the getme, shape and spatial
description of the objects and places represemtéde environment. Some usual
techniques adopted to model VR environments aremeé&ic representations,
spatial occupation grids and topological represemtsa (Figure 1).
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Figure 1: Maps: Geometric (a); Occupation Grid (b);
Topologic-Semantic (c); [Heinen 2002a]

The geometric model of the environment can be hsilt using different
available software for 3D modelling. Among the maipftware used for
environment modeling can be mentioned: 3D StudioX¥iAMay&, Wings3D,
Internet Space Builder and Internet Scene Assen(l8&/1SA)* and Truespace
These tools are used for 3D models creation amfatsgeneration of animated
characters, usually providing the possibility toeate predefined animations
through character's skeleton manipulation (e.g303l

! 3Dstudio Max - http://www.discreet.com/3dsmax/
2 Maya - http://www.alias.com/

% Wings3D — http://www.wings3d.com/

4ISB / ISA — http://www.parallelgraphics.com/

® Truespace - http://www.caligari.com/

® Cal3D - http://cal3d.sourceforge.net/
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All these tools support import/export of the modefgructure in several
formats, including some widely known file formaikel VRML (Virtual Reality
Modelling Languageand 3DS. These 3D virtual environments are alsp wsual
in action games, and some specific tools and wadritacter description formats
are adopted in this domain (e.g. PK3/BSP, MD2/3/#prmat).

So, in order to create a Virtual Environment (Vi) need to create:
virtual places, virtual objects and virtual chaeast All these VE components can
be described using a static structure, but theyatsm include some predefined
animations. Besides the object/character animatiotiser information can be
added to them, as for example, environment topcddginformation, object
semantic information, objects associated actiond hat spots, etc. As the
complexity of the 3D VE increases, moving towar@sI®Es (Intelligent Virtual
Environments), the complexity of objects and theoamted information to these
objects also increases, as discussed in the netidrse

Besides using the above cited software for “manuaddelling of 3D
environments, some “intelligent” 3D VE semi-autoimageneration tools has
been proposed in the literature [Hu 2003]. Somedimsepossible to start from a
2D description (e.g. building blueprints, houseofloplans, city streets and
buildings map) and automatically obtain a 3D dedimmn, giving "volume" and
"height" to the objects (e.g. walls).

Another semi-automatic method to generate virtiteds; based on maps
of real cities, was presented by Marson et al. 320th this model, geometric
descriptions (VRML) as well as semantic descripgigkML) of the cities are
considered. The input parameters used in this mystencern the demographic
data, such as population density, predominant setéss and type of local
constructions, among others. This model also all@asdata input, like 2D maps
of existing cities, supplying the geometry of thedks. The main objective of this
project was to provide a tool to make possible gesteration of complex virtual
cities, including semantic information in order &low the development of
behavioural simulations using synthetic agents.

In the AdapTIVE environment (Santos 2004), the 3fucture of the
environment, a flat building formed by a group obms and sub-rooms, is built
automatically through an application implementecthgighe Java3D API. The
user defines the number of rooms and their dimessiand the application
generates automatically the corresponding 3D strectn the VRML format. The
rooms (and their content) are also automaticalgaoized according to the user
model of preferences.

Besides the structural information about the 3Bual space (manually or
automatically generated), another important compbrie be added into the
description of the virtual environment are intediig information about this
environment and about its use. The structural/gé&ecakinformation should be

"VRML — X3D - www.web3d.org
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enclosed by additional information like: topologynectivity), predefined paths
(predefined routes), semantic object informationsgible actions), intelligent
objects (associated to actions, scripts and hdsgpetc. We will return to discuss
this topic in sections IlI-1 and I11I-3.

II-2. VR Environment Visualization

The visualization of 3D environments involves thee wf specific computational
tools and techniques. The most important graphieadering support tools
(graphical software packages) widely adopted inntlaeket are OpenGL(Multi-
Plataform), DirectX (Microsoft Windows) and Java3D A®I(Multi-Plataform
using OpenGL or DirectX support). These graphitabties offer a complete set
of Bitmap, 2D and 3D display routines, and even en¢e.g. I/O devices
interface), with support to different programmirsgndguages like C, C++, Delphi
and Java. They are mainly used for 3D objects limt#n, visualization of
virtual environments, and for games development.

OpenGL (Open Graphics Library) (Woo 1998) is now iaternational
standard for 3D graphical applications developmemtd is implemented in
hardware in most of 3D graphic hardware accelereteds. The OpenGL library
provides access to all graphical resources availablthe computer hardware,
increasing the performance of different types oplaations. Although it is a
powerful and complete graphical library, programgnim OpenGL remains
relatively simple.

DirectX is an API provided by Microsoft to devekys of multimedia, 3D
visualization and games applications. This API des a high-level interface to
access the hardware components, such as soundagidcgcards. It controls low
level functions, including providing support to fdifent input devices as
keyboard, mouse and joysticks, as well as accessaumtrol of sound devices.

Java3D API provides an object-oriented interfaoe at set of high-
performance graphical functionalities, allowing &hailevel programming of
sophisticated 3D applications. This API provideset of functions used for
construction, rendering and control of 3D objettsing this API, graphic objects
can be easily incorporated into applications and Jased applets. Besides that,
this API can also import files in VRML and 3DS foata. The low-level access to
the computer hardware functions implemented in Rl is accomplished
through the use of OpenGL or DirectX functions,ading to the initial user
specified configuration.

Finally, all the above 3D graphical visualizatitwolkits, enable users to
render complex virtual environments, and also mevresources to control
different virtual environment components (e.g. nilimation, navigation and
virtual camera positioning, object texture mappisigading, etc). These toolkits
also provide resources to manage events, but ystial interaction control

8 OpenGL — http://www.opengl.org
° DirectX - http:://www.microsoft.com/windows/direc
10 Java 3D - http://java.sun.com/products/java-ma@ia/
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functions (e.g. collision detection, automatic ceangositioning) should be
implemented in the user application level.

II-3. VR Navigation and Interaction

Navigation and interaction are important propertiesa virtual environment.
Navigation corresponds to the ability of moving aingh an environment,
exploring its features and components. This movénaenoss the VE should
adopt an appropriate behaviour related to the tfpepresented element: avoid
collisions against walls and obstacles, simulatgeci® movement in an
appropriate way (may include kinematics and dynaroicsimulated models) and
animate the characters in an appropriate way (alling people's, animals and
others beings movements). These items will be dssdi later along this text,
because they are directly related to the concepdiban Intelligent Virtual
Environment.

Interaction in VEs involve some aspects that inelud avoid and treat
object collision, select and move objects in thens¢ and also can involve,
information exchange, communication, voice syntheand recognition and
gestures exploration (multi-modal interactions).

On the other hand, interaction in VEs is usuallgoasated to special
hardware devices, like Data-gloves, HMDs, Virtualv€s and Haptic Devices,
which can create special ways of interaction betwesers and VES. In this work
this aspect (interaction with special hardware cks)i is not directly treated, once
our main focus is on the environment and its objextd population. Special
hardware devices, like those cited above, merpexial chapter that should be
dedicated only to them.
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II1. From VREs to Intelligent VREs

Virtual Reality Environments (VRES) are very usefgcause they offer the
possibility to represent different elements (e.gal rworld things, documents,
information) and its spatial organization in a iga form. This allows us to
obtain a more intuitive representation and manipnaof these elements present
in the Virtual Environment, and even a child casilgainteract with this kind of
computer application. So, in this text, even if @nsider the existence of textual
or 2D virtual environments, we will make referendesVirtual Environments
(VEs) as Virtual Reality Environments represented BD space.

At present, many works have made use of VE in ronde present
simulations results and to show realistic animaiapproximating as much as
possible the users of real world experiments. mbmber of implementations
increased considerably and several possible apiplsaare available nowadays,
including industrial plant simulation, games, etagmment environments (e.g.
virtual museum galleries, virtual tourism), e-ldagh and e-commerce
applications, among several other possible appicsit

This section focus on the evolution of Virtual Eonments to Intelligent
Virtual Reality Environments (IVRES), presentingetimain motivation for the
integration of this “intelligence” into the convémal virtual environments.
Virtual environments with intelligent agents andteilligent objects will be
presented, and also the intelligent organizaticagéation of the environment.

ITII-1. Intelligent Environments

An Intelligent Virtual Environment (IVE) is a viral environment, similar to our

real world, filled with intelligent entities (e.girtual agents, autonomous agents,
intelligent objects). Several works have been psegoaiming to create virtual

humans as intelligent entities in these IVEs, whicbludes approximate the

maximum as possible the virtual agent animatioth&onatural human behavior.

In order to accomplish this task, the agent mustdg@able to interact with the

environment, interacting with objects and otherragieThe virtual agent needs to
act as real people, so he should be capable tacexdemantic information from

the geometric model of the world where he is imgkrtbased on his own

perception.

Some existing work related to IVREs established the agent keeps all
the information about the entities present in theirenment. In this case, it can
be complex and expensive to implement this approactisome IVRES it is
possible to remove part of the information loadnfrthe agents, so he can be
simplified. The main idea behind this is the camstion of intelligent
environments, where the virtual agent can ask ttelligent environment for
some information like: the position of a certaiagd, the best path to arrive to this
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place, the semantic regarding this place, and attiermation that can help the
agent to act in this virtual environment.

Thomas and Donikian (2000) present a model ofuairturban
environment using structures and specific infororafior behavioural animation.
It was developed in this work a city modeller thatows the automatic
construction of complex urban environments, where tplace virtual humans
behavioural animations. The main objective is toudate streets and sidewalks
urban life (closed places and interior of buildirage not considered). Each place
has its functionalities defined (houses, stores) ahd the input/output flow of
pedestrians depending on the hour of the day.

Farenc (1999) also presents the creation of anireemaent with
information, dedicated to urban life simulation.ol®and methods are proposed
to create and to provide the necessary informdborvirtual humans' animation
in this city, using an informed environment. Insthenvironment, geometric
information is supplied and also semantic notionsoud the simulated
environment, allowing more realistic human behavisimulation. Considering
this, the virtual humans can interact more easith the VE elements, since they
can have certain knowledge about the environment.

ViCrowd is the name of the system and model weshatroduced (Musse
and Thalmann, 1997), (Musse et al, 1998) and (Mesag 1999). ViCrowd aims
at dealing and managing with the crowd informataltowing directability
(crowds can be programmed as easily as one onty)agtteractivity(users and
participants can guide and interact with crowdsimdurthe simulation) and
autonomy(behaviors can be generated automatically basedles associated to
the crowd). Then, in ViCrowd, at the same time, @@ program behaviors,
interact with groups of actors and describe ruteprovide self-animating agents
who can decide their actions and motions.

Some objectives of ViCrowd are:

)] Modeling of crowd information and structure.

i) Dealing with basic behaviors related to crowd peoid, e.g. sharing
virtual space, keeping the individual space in otdeavoid collisions, be
near to agents of same group, keep group goals, etc

ii) Studying and modeling of some sociological effegtéch can occur in
crowds or groups of people, e.g. membership, lehigrgoals changing,
etc.

iv) Providing an interface to easily program crowdswesl as behavioral
rules in order to describe events and reactiohe tveated by agents.

V) Including the required structure of crowd contral earder to provide
interactivity, directability and autonomy in virtuaowds.

In our current researches, information used by &sg@ncrowd simulation
are obtained in a semi-automatic way. Indeed, apieed systems are responsible
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for extract geometric information from virtual eriments in order to provide
enough data to agents to populate them. Firstlgnetric data is loaded and then
some components can be automatically extractedy ascbuildings. Then, the
tool is user controlled in order to generate infation to be stored in VE
database. In addition, paths, obstacles and inteoasts are defined by the user.

III-1-1. Intelligent Virtual Environment Organization

An important aspect in a virtual environment consethe spatial organization of
its components. Such organization demands, in masgs, a specific disposition
of the components, according to some semanticrionte For example, in a
virtual e-commerce store one can be interestediionaatically group and place
products in the VE according to the department thedgng (electronic, bazaar, or
other). This approach also can be applied in Edweat Virtual Environments for
Distance Learning, where the educational contesmisbe organized in groups and
places according to the knowledge area they rept.eSe, it is very interesting to
provide in IVREs a set of tools for help users t@amize contents in the
environment, providing an automation of this taskraich as possible.

In this context, metadata about VE componentsajects (also referred
as contents models) can be adopted in order terdhe automatic components
organization in the environment. This metadata aiostinformation describing
the corresponding component, such as category, &egyamong other semantic
information. Components metadata can be introdutedually by a domain
specialist, or an automatic metadata informatioguaition approach can be
adopted, usually consisting of the application athine learning techniques. For
example, the metadata acquisition can be perforimgdan automatic text
categorization algorithm, using as input a textiedcription of a specific object.
Even non-textual objects (such images, videos &hdtfects), can have initially
a short description in natural language, and tlmeadomatic metadata extraction
algorithm can be applied.

Nowadays, machine learning and information reédietechniques are
broadly applied in the organization and recoveryestual information based on
contents models (e.g. the amazon bookstore Jsitelowever, an analogous
process of automatic spatial organization of theteas in VEs is still few
explored. Santos and Osorio (2004b), proposed skevfia method for automatic
extraction of models contents and using this infaion (associated to the user
preferences model) automatically organize the airlmvironment contents.

III-1-2. Intelligent Behaviour

Various researches on behavioural modeling havenljndocused on several
aspects of virtual human control and autonomyhis $ection we present a model

1 Amazon Books — http://www.amazon.com/
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describing Intelligent Information, required in erdto perform behavioural

simulations, outside the virtual agents. In ourecage are interested in modeling
Intelligent Virtual Environments (IVE) in order fwovide information to be used
in behavioural simulations. Our main goal is todi#e to produce behavioural
simulations in Virtual Environments using virtuajests endowed with different
Levels of Autonomy (LOA): from low to high. Table.shows a possible

classification of agents LOA [refxx].

BEHAVIOUR | GUIDED FROGRAMMED | AUTONOMOUS
COMNTROL AGENTS AGENTS AGENTS
LOA Lowr Medum High
Level of Lowr Medum High
Intellizence
Exemtion Hizh Mednum Loar
Frame-mte
Compledty of Loar Vanable Hizh
Behavios
Level of Hizh Varizhle Wariable
Interachon

Table 1: Characteristics of different agents’ contol: Guided agents deal with LowLevel of
Autonomy (LOA) and autonomous agents with High LOA.

IVEs can be modeled including geometric and seroamiormation.
Geometric information is related to locations adgas in the IVE, paths to go to
specific locations, regions to walk, objects to idy@tc. Semantic information
deals with behavioral aspects of the spaces: speafions or movements to be
applied, emotional states to be assumed, informagtated to the characteristics
of the space (like comfortable, beautiful, etc)teddvards, the autonomous agents
are able to evolve in the IVE using only the infatian found in the space which
can be used in the decision process.

The main goal of some researches on IVE domaio demonstrate that
not sophisticated virtual humans can behave in aviooing way only by
interacting with IVEs. Figure 2 shows three avdaatpnfigurations of simulation
concerning different levels of autonomy (LOA) fartual humans (VH) as well
as the level of informed information (LOII) contathin the VEs. According to
Figure 2 (c), the agents should have a high le/@utonomy in order to be able
to evolve in non-Intelligent VEs (Low LOIl). On thether hand, IVEs can be
easily integrated with agents endowed with difféetemels of autonomy (Figure 2
(a) and (b)).
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Virtual Virtual
Human Environment
High High
(a)
Low Loy
LOA = Level of LOII = Lavel of'
Antovony Ifommed Infiumation
Vir tual Virtual
Human Environment
High High
(b)
Loy Loy
LO& = Level of LOII = Level of
Antomonty Infenred Inframation
Virtual Vir tual
Human Environment
High High
(©
Loy Liowwy
LO& = Level of LOII = Level of
A toronny Irfomned Information

Figure 2: High LOA for VH and High LOII for VE (a); Low LOA for High LOII (b);
High LOA for Low LOII (c)

III-1-3. Intelligent Agents

Virtual environment components are implemented a®edcribed in several
different ways. When these components are animetéaal characters with a

specific behaviour, they usually are called “ingdht virtual agents”, or in games
terminology, they are called NPCs (Non-Player Cttaras). The definition of

what is an “intelligent agent” is complex. Sinceytare very important elements
in IVRES, in the next sections we will discuss moreletails about the intelligent
virtual agents: their animation, behaviour and osmntand also about the
simulation of groups and crowds of agents.
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ITII-2. Intelligent Virtual Agents

From a more general point of view, Intelligent Ageapproach has been broadly
investigated and applied into several areas of Gbenputer Science, such as
Artificial Intelligence (Al), Computer Networks (QNInformation Systems (IT)
and Computer Graphics and Virtual Reality (CG/VRE one of the central
approaches studied in the modern Al, quickly it \wdepted in other areas. This
interdisciplinary characteristic reflects the cuotretate of the research in this
field, where there is no single and “perfect” degiim or even a common sense
about what is an agent and which are its main ptiegeand desired abilities.
Each research group has its own definition of d@elligent Agent according with
their objectives and applications, even if somenzoof these different definitions
are common: Goodwin (1994); Maes (1994); Hayes-R@®95); Russell and
Norvig (1995); Wooldridge and Jennings (1995); khanand Graesser (1996);
Tecuci (1998).

In VREs (Virtual Reality Environments), agent basapproaches are
largely explored, and they are becoming one of ¢batral pieces of such
applications. In the next sections an introductionagents’ definitions and
properties are presented (focused on VRE agensieDf the main definitions
for the “agent” term are presented, its properied classifications, its modelling
and implementation methodologies, as well as theinmagent control
architectures. Besides that, we also discuss sape&st directly related to
intelligent virtual agents, like perception andi@ctin a virtual environment.

III-2-1. Agents: Definitions and Properties

Russell and Norvig (1995) define an agent as aesystapable to perceive

information from the environment through sensonsl t react through actuators.
According to Tecuci (1998), an agent is a knowledgsed system that perceives
the environment where it is immerse (e.g. virtuaklal objects, other agents and
also the user actions); reason in order to intéfpeeceptions; solve problems and
determine actions; and finally acts over the emnment elements in order to

accomplish a group of tasks for which it was desigd. As defined by Garcia

and Sichman (2003), Intelligent Agents are compuntat characters that act

following a script, directly or indirectly defindaly a user.

Intelligent Agents can be characterized from a grotiproperties, which
differentiate them from the traditional softwaretgms. According to Wooldridge
and Jennings (1995), they possess certain fundafhpaperties, like: autonomy
(they can operate without human direct interventiofrom the other agents, and
they have some control about their own actionsjiad@bility (they interact with
other agents — humans/avatars or computationaltagenor interact with the
environment elements, depending of their necessigolve problems, or even to
help other agents); reactivi{they perceive the environment and they reachéo t
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modifications on it);_proactivéthey can exhibit a behavior driven by goals,
making decisions and actions when they judge apate).

Franklin and Graesser (1996) list other properaestptability(ability that
the agents possesses to acquire knowledge fromekperiences and to adapt
their behaviour according to the acquired knowlg@ggemporally continuoughe
agent is a process that is continually in execlitiorobility (the agent capacity to
move from one computer to another in a computevowd); flexibility (the agent
ability to act even when your actions are not widiscribed and detailed in
predefined scripts); and personalifyegarding to the agent that possess a
personality and an emotional state).

In the virtual agents context, especially virtualmans, Thalmann and
Thalmann (1994) indicate certain properties thaiuth be considered in the
agents' modelling:_behavioufthe way the agent acts in the environment);
perception(the agent observations, obtained from “physicahsors);_memory
(represents the recovery process of what it wamdel especially based on
associative mechanisms); emoti@efined as an effective aspect of conscience, a
feeling state);_consciencéstate that characterizes sensations, emotions and
desires); and freedorftharacterized by the absence of restrictionshén @gent
choices or actions).

III-2-2. Classifications of Agents

In order to create a classification of Intelligekgents, usually is suggested to
adopt a scheme based on a subset of propertiesghatpossess. A binary
classification can be associated to agents, jussidering a specific property
(property present or not), or a multiple classtima, adopting several of these
properties. For example, following a binary claissifion, it can be stated that an
agent is mobile or stationary, or, following a nplé classification, it can be
indicated that an agent is mobile and with no adeptapabilities, given the
mobility and adaptability properties.

Besides that, other classification possibilitiesgxaccording with(a) the
task executed by the agent (e.g. e-mail or infoiondtltering, security agent)b)
the control architecture (e.g. reactive, cognitivgbrid, based on mental states);
(c) the environment where the agent is inserted (egp, database, virtual
environment); andd) the type of knowledge that the agent possess (sgy's
preferences and interests, business informaticopemerce transactions, etc).

Some authors propose specific agents classesnonueations. Franklin
and Graesser (1996) present a wide classificatlmased on a biological
taxonomy; firstly they divide agents into biolodicaobotic or computational
Then the computational agents are divided intdic#i life agents or_software
agents and the last ones are classified into tasks bagemts entertainment
agentsor virus agents
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Jennings and Wooldridge (1996) distinguish threassds of agents,
according with the level of the agents' sophisiticat‘gophet (they execute tasks
based on predefined rules); “service perforrhifigey accomplish tasks from user
requisitions); and “predictive(they offer information or execute actions foeth
user, with certain autonomy degree). Besides thay denominate users’ agents
the ones that possess knowledge about the usefergnces and interests, and
businesses’ agentshe ones that hold information about the busingssg.
services, products, etc). Brenner et al. (1998}indjsish three categories,
depending on the task the agent execute: inforeébiffer support to the user in
information search from distributed sources); coapee (act in the resolution of
complex problems, through cooperation and commtioicawith other objects,
agents or external sources); and transactiQmhbse main tasks are to process
and to monitor processes).

Reilly and Bates (1992) introduce the emotionarnag(they possess an
emotion and personality model); Maes (1994) dessrdutonomous agerthey
accomplish tasks essentially in an autonomous @peranode); Sycara et al.
(1996) introduce the interface age(tisey interact directly with the user) and the
task agentgthey help user in the accomplishment of taskenédating plans to
problem resolution).

Nwana (1996) relates the collaborative agefitsey emphasize the
cooperation with other agents); mobile aggiiey are able to move from one
environment to another); reactive agerfteey act directly in response to
environment stimulus, without reasoning); and hybegents(they possess
characteristics of reactive agents and also reagoocapabilities); Rickel and
Johnson (1997) mention the pedagogic agefitey act in educational
environments); and Aylett and Cavazza (2000) ddfweevirtual agentg¢they act
in virtual environments and they possess a graphegaesentation associated to
the agent), that can be classified_as physical tagemphasis is given to the
agent's physical behavior in the environment)_agnitive agents(emphasis is
attributed to the agent's cognitive abilities aadfte interaction with the user of
the system).

Garcia and Sichman (2003) present a taxonomy iiclwhn agent is a
special type of computational system and it carclassified according to some
axes: _cognitive focus activity and _environmentalln the cognitive axis, the
agents can act based on reasoning models of dedisimnitivg or based on
reaction models that react to stimulus proceediogfthe environment (reactive
In the focus axis, they emphasize physical sintiéi(structurgl or behavioural
similarities (behaviouralwith humans. Related to the activity axis, therdg can
act in an individual way _(isolat¢dor with other agents_(socjalFinally, the
environmental axis divides them into local agedissktop ageptor in a network

agent (internet agent

Finally, Thalmann (1996,1999) proposes a classitinaocused on virtual
human agents, based on the degree of autonomyeatf th the environment:
avatars the user's representations in the environmenteduactors when they
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are driven by a user through orders; autonomoussaciapable to have their own
behaviour (autonomy of control); interactive andgeptive actorsthat interact
with the environment and communicate with otheoesct

Table 2 presents a synthesis of the main claatiics attributed to
Intelligent Agents. This table lists some importéedtures that can be used to
classify them, together with the correspondingslas

Feature Classification

Real (human, biological, physical robot) or

Type of Agent Entity Computational (artificial life, software)

Type of Human Similarity Structural or Behavioural
Reactive, Cognitive, Hybrid,
Control Architecture Based on mental states,

Based on model of emotions

Transactional, Informative, Business, User’s

Task Agent, Interface’s Agent

Avatars, Guided, Autonomous, Interactive and

Autonomy Degree Perceptive

Localization Mobile, Stationary, Distributed

Desktop (closed/local environment),
Network (open/distributed environment),
Pedagogical (educational environment),
Virtual (virtual reality environment)

Type of Environment

Isolated or

Type of Activity Social (Group, Cooperative or non Cooperative).

User interaction, Other Agents interaction,
Environment interaction, Multiples Interactions

Type of Interaction

Table 2: Intelligent Agents Classification.

III-2-3. Virtual Environment Agents

In virtual environments, agents can act as ussssstants in the exploration of the
environments and can help to locate informatioreyrbould establish with the
user a verbal communication (in natural language,iristance) or non verbal
communication (through movement, gestures and |faxpressions). They can
also execute actions in the environment, accorthnthe user's solicitations. In
this way, these agents need to have abilitiesrdrede from physical interaction
with the environment and its objects to capabditie make plans and decisions
(cognitive behaviours), in order that they can iacan effective way in these
environments and also interact with the users.

According to Aylett and Cavazza (2001), if we ddes the different
aspects of a virtual agent, a series of poss#sligxists. First, an agent should
possess a body, which should move in a physicaliywincing way through the
environment. It should also possess some assodateaiours. Second, in order
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to make the agent seems to be responsible forntieoement where he acts, a
joining should exist between his behaviour and stete of the environment.
Finally, the virtual agent behavioural repertoirancvary depending on the
application: in some cases the focus is in the ipalsnteraction with the
environment and, in other cases, more focusedeirtdignitive behaviour, usually
expressed through speech or natural language ésratand speech recognition,
for instance).

So, it can be considered that a virtual agent ndxdls cognitive and
physical behaviours. In this way, integration skloekist among environment
perception and reasoning, planning and actionigeahvironment. This involves
the use of Artificial Intelligence (Al) techniquemsore specifically directed to
manage cognitive behaviours, and the use of Compataphics (CG), more
specifically directed to the physical behavioursirfeation of the graphical
structure of the agent and physical behaviour stian). In the following
sections, these aspects will be discussed. In ¢lxe section, Perception (of the
environment), some approaches used to make agenteiye the environment
they are immerse will be presented. In the othestime Action (in the
environment), the aspects related to agent physitaiactions are discussed. The
methodologies used to define how the agents whkise during their interaction
with the environment and to define how to make tlEmomplish their tasks are
commented in the following section “Control Arcltteres”. After at the end of
this section, the integration between all theseeetsp(perception, action and
control) will be discussed.

[11-2-3-1. Perception

So as to act in the environment, the virtual agestisuld perceive it. In
accordance with Aylett and Luck (2000), this petmepis an interaction between
an agent and his environment. The perceived objecthe agent can be static
objects (e.g. walls, furniture, obstacles, etchieotagents (static or moving
agents), and dynamic obstacles (moving objects, d&s and doors), where the
moving obstacles can be predictable (they movegusiedefined routes) or not.
The mechanisms used to implement the virtual péarepnay vary from the
projection of lines starting from the agent's fremte searching for an intersection
with an other object, up to biologically inspire@dels of vision systems.

The simplest mechanism of virtual perception isdolon the projection of
lines starting from the agent's front side. Thecpption consists of obtaining
information about the objects that are intersetigdhis line. This approach tries
to simulate infrared/laser based systems, commasBd in Robotics [Dudek
2000]. A similar approach is proposed by Villami2003a), where the
autonomous agents' perception is based on thef@speyception area (Figure 3),
considering a distancalij and a perception angléi). This area composes the
field of vision of the agents in the environment.

Tutorial Number -20- Copyright Virtual Concept



Intelligent Virtual Reality Environments - IVRE

d;
=)

7

1’2

Figure 3: Agent perceptive region (Villamil, 2003a)

Another way of virtual perception simulation is bdson an artificial
vision model inspired in a biological model. Thippaoach was used by
Terzopoulos et al. (1994) in a virtual fish pera@ptsystem. In this system, the
agent's field of vision is projected to an artdicietina and algorithms process the
pixels that are inside of the projected spheresality the presence of elements of
the visible environment.

An intermediate approach of perception consista wfechanism based on
messages about environment changes, allowing teid®mall objects as static
objects with their position well defined. This maaism was used by the virtual
agent STEVE (Rickel and Johnson, 1997), a pedagbggent inserted in an
environment based on Virtual Reality for trainiig tuse of naval equipments. In
the STEVE case, the perception of the environmeag bhased on the use of a
communication data bus, which enables to updatadkeat's knowledge about the
virtual world element positions. This data bus ganessages that describe all the
modifications occurred in the environment, inclichanges in the position of
the objects and also in terms of the object spedafiributes. So, the agent
maintains updated his symbolic model of the envirent, from which he can
reason and plan actions.

[11-2-3-2. Action

From a more general point of view, the physicafganance of a virtual agent is

directly related to the movements of his graphstaiicture, what can involve

gestures and even facial expressions. The comyplekithis performance varies

according to the sophistication of the agent's lgicg structure, his activities in

the environment, and his interactions with objeother agents or users of the
system.

In this process, we need to consider the geometddel of the agent's
corporal structure and the animation of this strtestwhich is usually supported
by toolkits (e.g. 3DStudioMax, Maya, TrueSpace oal3D), and involves
approaches that emphasize the physical realismoamidat seek to provide to
agents a more autonomous control. A simple formamfation involves the
interpolation of the agent's structure through & cfecontrol points, without
considering specific animations, such as thosé@farms and legs. This method
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is usually applied when the agent's physical peréorce in the environment
doesn't involve sophisticated interactions, gestoreacial expressions.

In the case of more sophisticated interactionscific Computer Graphics
animation techniques are used. Among these tecasigan be mentioned those
based on key-frames, motion capture, procedurahaion, animation libraries
based on scripts, based on physics, based onantebased on events. The first
two techniques consider lower level aspects, relabethe physical movements
and to the correspondent visual realism; while ltis¢ two offer a high level of
abstraction, based on the invocation of behavisush as walking or run. It is
important to highlight that in the animation cortethe term behavior differs
from the adopted in it Artificial Intelligence (Agomain. In Computer Graphics,
this term refers to a predetermined animation, evhil Al it involves mainly the
occurrence of events in the environment that lead specific reaction (reactive
behaviour).

In general, computer animation techniques invely@edefined repertoire
of animations, which is applicable when the agentipas are repetitive, or in
other words, when the agent doesn't needs to haveudonomous control.
According to Aylett and Luck (2000), consideringthhe virtual agents have a
realistic corporal structure, an important aspecta provide an autonomous
control on it, with the agent's movements deterchibg internal activations and
not only as a result of an external animation @irtlcorporal surface. In this
context, the virtual agent's physical actions imeohot only geometric structure
calculations for the animation, but also a highelexautonomous control,
associated to the semantics of the actions inntieament.

Efforts in Computer Graphics and Artificial Lifeesearch have been
focused in order to improve virtual agent behawowvolving from predefined
behaviours to more autonomous physical behaviound actions in their
environments. This approach is adopted by sevesdlawioural animation
researchers (Reynolds, 1987; Terzopoulos et al4)198ccording to Parent
(2002), the behavioural animation consists of miodglelements that obey
certain behaviour rules.

One of the first works in this area of behaviouaaimation was from
Reynolds (1987), which simulated the behavior aftual birds (Figure 4).
According to this author, complex movements canrmzleled starting from a
group of simple rules, associated to each agent as maintaining a minimum
distance from obstacles and a certain movemendsp@dowing this approach,
Terzopoulos et al. (1994, 1999) presented the sitioul of virtual fish groups
(Figure 5), where each fish is endowed with peioeptartificial vision),
locomotion control (based on a mass-spsggtem used to propel the fish in the
water) and with behaviors (based on a group ofmaters, such as hunger degree
and predators fear).
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Figure 4: Behaviour simulation of birds (Reynolds,1987).

Figure 5: Behaviour simulation of fishes (Terzopouws, 1999).

Besides these works, related with virtual animatsutation, an intense
research is focused in behavioural animation inmglwirtual humans groups
(Tomaz and Donikian, 2000; Musse, 2000; Evers, 200&amil, 2003a). In these
populated environments, the control of virtual hases made starting from a rule
based system, which guides the behaviour of thegealhumans. This approach
can be used to generate hierarchies of objectived influence agents'
movements. Schweiss et al. (1999) present a rykem that manages virtual
humans' behaviour. In this system, the agents pssdgectives as "to buy a train
ticket" and "to take the train", following a hiecay. According to Aylett and
Cavazza (2001), the virtual agent's movement coaesbidifferent voluntary
movements, driven by goals, with involuntary moveitse driven by the
psychology and biology, involving also physical rbitig and simulation. If the
movement is generated from goals - sometimes destas task based animation
- an global animation representation method compinhe symbolic objectives
level and the executed movement level usually cessary.

We can also cite other specific approach basedlebavioural animation,
which is also based on physical models, used inb#teavioural simulation of
virtual humans' groups in emergency situationsppsed by Braun et al. (2003).
This approach is based on a model that consideisiduals' characteristics in
emergent groups, consisting of a generalizatiothefphysical model of crowds
simulation proposed by Helbing (2000).

On the other hand, besides making the animatiothefagent's corporal

structure, the use of facial expressions is anothmyortant type of agents’
animation, which is especially related to verbal ewen non-verbal
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communication (expression of feelings and emotistete). It has been subject of
intense research in conversational agents (Cas2600). The verbal
communication involves also synchronized speechwanck intonation, besides
the agent's face animation techniques.

Concluding, as discussed above, virtual agentallyswill need a complex
control of their actions (including characters aaiimn), that should consider the
environment perception/interaction and also thdéijectives. This imposes the
necessity to define a strategy and/or control &chire, that will be responsible
for the agent's actions control. This control aextture will also be responsible
for monitoring external events that happen in theirenment and can affect the
agent decisions and actions. Some classical autmm®rand semi-autonomous
agent control architectures are discussed in thessetion.

[11-2-3-3. Control Architectures

An agent’s architecture is a methodology adoptedtfe implementation of the
cognition and decision process of this agent. Tginothis architecture, it is
specified how an agent behaves during the intemactith the environment and
how he acts in the accomplishment of his tasks.oAling to Corréa (1994), in
order to define an agent's architecture it is resgsto know the type of task this
agent will accomplish, and also his role in the iemment. The control
architectures can be classified according withrtieehanisms used by the agents
to select an action [Viccari and Giraffa, 1996, ZPDGrom an Al perspective, and
considering the above classification principle, #gent control architectures can
be classified in: reactivateognitive hybrid and _based on mental statés the
following sections, these architectures are present

It is important to highlight that we found diffetemechanisms used to
control virtual agents' actions in their environtsgnlepending if they are adopted
by Al or CG domain researchers. The Al researchemd to adopt approaches
that vary from a "simple loop" of type stimulus-cgan, where it doesn't involve
reasoning, until approaches based on mental statese the agent's internal
processing is described using a specific group ehtal states (e.g. beliefs,
desires, intentions and expectations). On the afder; the CG researchers tend to
adopt approaches based on libraries of scripts hwidescribe predefined
behaviours. So, the adopted approach for contrahtggmay vary depending on
the degree of agent's autonomy in the environnveimth is directly related with
the application and the type of activity that thgent executes.

Reactive Architecture The control architecture is denominated reactivean-
deliberative when the choice of the action to becexed is related strictly and
directly with the occurrence of events in the eoniment. In this architecture, the
agent's actions control is accomplished based bavi®urs of type perception-
action (or stimulus-response). The agent acts dlinosediately to the moment
he perceives some special “sign” coming from theirenment, and his acts
should be based only in this information providgchis perceptive sensors.
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In this type of control architecture there is ngpleeit knowledge
representation about the environment (Brenner et 1898). The agents'
knowledge is “implicit” and it is manifested thrdugheir reactive behaviours.
This can restrict the agent's autonomy and hisaigp@ learn and to improve the
way he acts and behaves. Another outstanding dieaisc of this architecture is
the absence of past actions memory, resulting enfabt that the last actions
doesn't influence directly to the next actions.

These agents based on a reactive architectureesm@minated reactive
agents or non-deliberative agents, and they doissess high level reasoning or
planning capacity. Because that, they are considemapler entities than the
cognitive agents. They are simple agents basedngples behaviours, with their
actions defined according to the current state h&f é€nvironment, or more
specifically, according to their perception (seremomput) of the environment
state. In order words, events originated in tharenment can fire agent actions.

As examples of this kind of reactive agents, s@ingple (autonomous)
robots adopt controllers based on a reactive actuite. These robots possess a
certain number of sensors that allow them to peecthie environment, and using
this information they can activate their motors @xang an action in the
environment. Whenever a sensor detects an obstatke robot trajectory, the
control architecture will generate an order to gw®arithe robot's movement
direction or to stop it. This is the typical exampif a "perceive- action" situation.
In some situations, virtual autonomous agents cetn lige reactive robots,
exploring the environment and avoiding obstacles.

Coagnitive Architecture. The control architecture is denominated cognitire
deliberative when the choice of one action to bexeied by the agent is obtained
from a symbolic model of the environment in confime with a plan of actions
used to achieve a goal. This architecture is basetthe generation of a sequence
of actions (plan) that are executed in order tehea specific objective. These
actions are based on the knowledge and some hyssthtbe agent possesses
about the environment, the other agents and theheayeeds to act to achieve his
main goal. In order to do that, an explicit knovgedrepresentation of the
environment is maintained, as well as the agentkeap in his memory a list of
the last executed actions.

However, the cognitive architecture is typicallpable to act fast and
appropriately when faced to unexpected situatitingadopts the hypothesis that
the world state remain static while the agent mcexing his actions or processing
some information to deliberate about the next astidOn the other hand, those
architectures can explicitly represent goals andirenment descriptions (e.g.
environment map), being able to reason, plan, adteven to learn (adapt the
internal knowledge base of the agent).

The agents based on a cognitive architecture @nerdinated, cognitive

agents or deliberative agents, and they reasordacide about which objectives
they should reach, what plans they should proceedwich actions should be
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executed in a certain moment. In this way, a cognitagent executes an
“intelligent action” when, possessing a certain echiye and the necessary
knowledge indicating that a certain action can cadhim to the accomplishment
of this goal, he selects and executes this action.

The cognitive agents act based on their knowletlgeause they have a
knowledge base and high level reasoning skills. &gent knowledge base is
directly related to the application domain anditlso related to the specific kind
of interactions exist between the agents and twra@mment. Cognitive agents
can also plan future actions based on the memorypadt actions and
accomplished tasks. So, cognitive virtual age@ars @present in their memory
information like: maps of the environment, specipcedefined paths in the
environment, predefined plans of actions used twmplish specific tasks; but
they can also reason in order to: establish a rmwerfrom one position to
another one in the environment, answer a spectfar guestion, find a solution
for a specific posed problem.

Hybrid Architecture . The control architecture is denominated hybrid wiies
choice of one action is accomplished using a coatlmin amongst the techniques
used in cognitive and reactive architectures [Du@e&K0; Heinen, 2001; Heinen,
2002a). This architecture was proposed as an afigento solve the main
deficiencies of the two previously described aetdtiires. The agent based on a
pure cognitive architecture is typically unableadact fast and appropriately when
faced to new and unexpected situations. The agas¢d on a pure reactive
architecture is unable to discover new alternatared execute complex tasks that
are different from those accomplished by its ihiblajectives and behaviour, as he
doesn't possess reasoning and planning abilities.

The main objective of a hybrid architecture ibtold an agent including
at least two subsystems: a cognitive system, taiiains a symbolic model of the
world, used in planning and decision making, amda&tive system, that is able to
react to unexpected events that can happen imtheoament. The hybrid agents
are usually designed using a hierarchical architectThe lowest level in the
hierarchy is represented by the reactive system iand used to acquire
information (and react immediately if needed) fréime environment, from the
other agents or from other sources. The cognitw@ponents, responsible for
planning, goals determination and high level reagpnare used in the highest
levels of the hierarchy (Brenner et al. 1998). , I8gorid virtual agents can plan,
and execute tasks and also react to different éfrsituations.

Architecture based on Mental StatesThe main idea of an architecture based on
mental states is to describe the agent's intemmalegsing using a basic group of
these states, like: beliefs, desires, intentiorgeetation, among others. The BDI
architecture (Belief, Desire and Intention) is aaraple of architecture based on
mental states. Some authors consider BDI as aedatilge architecture, once this
control architecture maintains a symbolic represgont of the environment,
expressed and tasks in terms of beliefs, desisdentions.
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According to Rao and Georgeff (1995), Belief, Desand Intention
represent, respectively, the information, the nadgton and the agent's
deliberative state. From an empirical point of vidghe beliefs correspond to the
information that the agent possesses about thecemuent (e.g. maps), desires
represent possible future states of the agent yatan — available plans/actions)
and intentions are the next states that the ageotiaply will go during the
execution of the selected plan (deliberation —sstapthe plan execution).

The beliefs, according to Brenner et al. (1998),the agent's vision of the
world. Beliefs compose the agent knowledge aboaitethvironment, represented
in an explicit form. For Rao and Georgeff (1995isithe informative component
of the system state, which is necessary to suppdyrnation about the probable
state of the environment.

The desires represent the judgment of the futtates (Brenner et al.
1998). The agent can plan to attain some spec#tes contained in his beliefs of
possible future states. They represent the motinatistate of the system (Rao
and Georgeff, 1995). A desire is an abstract naiian indicates preferences on
future states of the environment. It representisuation or group of situations in
that the agent would like to be.

The intentions are the chosen goals accordinge@gent's priority. They
represent the deliberative components of the sy¢imo and Georgeff, 1995),
and they are used to decide the course of act@system should follow. It is the
result of the choices, which takes the agent tacsion.

In this context, the agent's practical reasonimglves repeatedly: update
the beliefs considering the new environment percapt decide which plan
options are available, filter these options in oredetermine new intentions, and
act based on these intentions. The main idea isnpdement a mechanism to
decide which action when executed will help therage approach his objectives,
or in other words, decide which goals should behed and how this will be
done.

One example of use of this approach in virtuanégecognitive modeling,
with the purpose of implementing animated charadgeproposed by Torres et al.
(2003). The agents' reasoning system uses meatas stlefined based on the BDI
methodology, and drives the agents' autonomousvimehia an animation system.

Other Architectures. In the context of multi-agents systems, the AEIO
methodology (Demazeau, 1995) considers the problembe modeled as
composed by four element&gents, Environment, Interactions and Organization.

In order to specify these elements, it should bescered, respectively: the
number of agents and their types (cognitive or treac for instance); the
characteristics of the environment (usually depahdéthe problem domain); the
interactions among the agents; and the coordinaimhcooperation mechanisms
among the agents.
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Another methodology that considers the interastiamong agents is KSI
(Musse, 2000). This methodology was applied by €¢2002), in a model used
for virtual humans groups’ simulation. This modetates crowds from complex
individuals, that possess intentions, emotions armamories (individuals learn
based on their past experiences). The virtual hghgouping is made based on
their common knowledge/experiences.

A higher level methodology was presented by Aydetti Cavazza (2001),
where it is proposed to describe the agent's behawuctured in three levels:
movements, actions and intentions. The movementesmond to the physical
simulation (animation) in the virtual environmeriie actions correspond to
patterns of movements (scripts) necessary to egespecific actions; and
intentions refer the agent's high level objectives.

Finally, in the Artificial Life approaches (AL), were, in general, the
emphasis is to animals groups’ behaviour simulatibe control architectures
reflect behaviours based on stimulus and motorrogntesponsible for animate
the body. However, according to Aylett and Cavag2@01), identical sensor
inputs can produce different behaviours, basednternal rules, which activate
different parts of the behavioural repertoire.

[11-2-3-4. Perception, Action and Control Integaati

Considering an intelligent virtual agent, the “ihgence” of this agent is
composed by several components, such as: percepmsoning, action, learning,
natural language communication, all integrated ttoge (Aylett and Cavazza,
2001). So, an intelligent behavior involves to @hadlse best actions sequence,
considering the agent's objectives and the presewitonment situation. Thus,
\virtual agents involve cognitive levels (reasonemgd planning), reactive levels
(react to unexpected events) and physical levetsiofa - animation). One
important aspect within respect to these threeldesehow they can be integrated.
In the previous sections, were presented approaelasd to agents’ perception,
action and control architectures. In this sectiome works that explore the
integration among the cognitive, reactive and piatdevels will be presented.

According to Aylett and Cavazza (2001), a simplaywof integration
among these levels, involves the use of Al algorgfand animation primitives. It
can be illustrated by the example of path planrang following (environment
navigation). In this case, the planning technigaes coupled directly with the
animation level. This technique consists of finditige best path between a
starting point and a destination point, considetimgexistence of some obstacles
in the environment. This technique was originakplered in autonomous robots'
applications (Latombe, 1991) and now is being Igrgapplied in virtual
environments (Kuffner, 1998; Heinen 2002a; Heined ®so6rio 2002b; Bandi
and Thalmann, 1998; 2000). The A* (Nilsson, 19&0pme of the most important
algorithms of path planning adopted in several IViIRIplementations. Once the
path from initial to destination position is defihghe animation of character (e.qg.
walk, run) is done in conjunction with his displagent along the predefined path.
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An example of the use of path planning togethéhanimation primitives
is presented by Chittaro et al. (2003). This apghmoia used for a virtual agent's
autonomous navigation, according with the userjsablves. In this application,
the virtual agent is designated to help the usethé navigation into a virtual
museum environment. From a list of places or objetinterest to be visited, the
agent creates autonomously the appropriate path.

Another example of use of Al planning techniques wnplemented in the
agent STEVE [Rickel and Johnson 1997]. This aget# as a tutor or instructor
in a domain where the student is trying to leamcpdures to operate a machine.
In a cognitive level, is maintained the represemtabf a plan (sequence of
actions), that guides his behavior in the enviromm&he planning formalism
adopted allows the representation of the actiona gsoup of nodes linked by
causal links (causal links denote when the effé@noaction is condition for the
execution of another action). The actions sequendefined in a plan, which is
assigned to a component responsible by executiigat physical level. In this
system, the task development and monitoring obastexecution are perception
sources. Besides that, STEVE is an example of agi&htan objective oriented
cognitive component, which allows him to selectdwa action, based in his plan
of actions.

Moreover, distinctions among the cognitive and gitsl levels are
presented by Perlin and Goldberg (1996) and Thatreard Thalmann (1995).
Perlin and Goldberg introduce a distinction betwkam level animation control
and high level behaviour, presenting the architectfPROV. This architecture
is based on a scripts library and it supports heylel animation control of virtual
actors. Thalmann and Thalmann (1995) in their wprksent a distinction
between movement control and more complex pattdrbghaviours.

Other examples of approaches that combine cormtrchitectures and

animation primitives are present in some works tged at the CROMOS Lab.
and they will be mentioned with more details in i@t sections.

IT11-3. Groups and Crowds of Agents

Some constraints arise when we deal with crowdsrbfal actors different from
the modeling of virtual individuals. Indeed, thare different types of constraints
depending on the different applications. First 8f the requirements for each
crowd application are dependent on the nature gdliGgtion. We use a
classification of crowd application based on déf@rpurposes.

1. Entertainment applications include film productions and gamesthis case,
the groups have to be easily controlled and diceete well as individuals.
Some examples are the recent films AntZ (1999) Bungs Life (1999). The
challenges include the simulation of lots of peopdewell as the automatic
generation of individualities that are important time visual aspects. In
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addition, the easy control of groups representsgairement of this kind of
application.

2. Crowd motion smulation aims at evaluating the motion of lots of peopl&in
constrained environment. It normally involves a pien visualization
(embodiment of crowd) and a strong compromise Wighnumerical results in
order to evaluate the environment. Some commersi@tware, e.g.
SIMULEX (Thompson, 1995), are examples of this kaficcrowd application.
The main challenges in this case include a realistethod of collision
avoidance, a strong connection with the environmaam the compromise
with the numerical and statistical results.

3. In order to populate collaborative virtual environments, e.g. in a virtual
reality system, the crowd requirements implies movling a real-time
simulation, as well as many aspects of interagtivitorder to guide and direct
crowds during the simulation. Yet, the facility peogram crowds behavior
represents an important challenge in collaboratiseal environments, where
participants can create and interact with crowdsn&experiments have been
made in the context of V.R systems, as present@dusse et al, 1998).

4. The last kind of crowd application concerns thehavioral modeling of
crowds. In this case, the goal is to provide autonomausemi-autonomous
behaviors that can be applied by self-animatingigehich form the crowd.
In order to deal with the constraints of havingslaf actors (hundreds or
thousands), this kind of application presents tlodowing challenges:
description of sociological and social aspects Wwtadse in crowds, dealing
with directed and emergent behaviors and connecwiagth the virtual
environment. Yet, needed optimizations and singaifons are required in
order to be able to model and simulate crowd igetice and decision ability.

III-3-1. Connection with the Virtual Environment

The connection between the virtual crowd and thei@i environment can happen
at different levels. Indeed, as normally agentsrowd models do not have vision,
they have to be informed about obstacles to awahgects to interact, path to get
to a specific goal, an interesting location whdre people can pass through,
among others. This is the specific case of ViCrowikich is presented in order to
illustrate the connection between the virtual emwment and virtual population.
This environment data can be:

i) included in the script before the simulation;

ii) informed using a database associated to thigalienvironmen{Farenc et

al, 1999b) or;
iii) defined during the simulation by the extercahtroller.

A virtual environment can be represented by a dexmpcene with several
objects, obstacles, and constraints. Depending®tetel of detail of information
transferred to the crowd, the groups can behave mwdre or less realism. Indeed,
the simulation of crowds in ViCrowd is completelydependent of the virtual
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environment. The connections between the groupsrendnvironment is made as
a function of the script language, where the IRgefaction points) and APs
(action points) can be defined, as well as theamless to avoid and the objects to
interact.

The minimum information required by the crowd I tlocation of goals.
Having this information, the crowd is able to wél&m one goal to the next. In
order to generate different trajectories betweea tecations, we use a spatial
division of regions around the goals. Fig. 6 sholwesgraphical interface used to
define the goals of the crowd and two goals spetitio determine the crowd
motion in a virtual city.

gview PathinCity  Display path & lcols Crowd Infe gview PathinCity  Display path & teels Crowd Infe

P ] e | T

Tri-dimensional arrows
representing goals
P =

Rotx Roty 1| Dolly  Robx Roty I 11 ]| Dolty

Figure 6: The arrows represent two goals of crowdOn the left: regions represent surfaces
computed by the system. On the right: regions repsent surfaces described according to the
virtual environment (using a graphical interface).

i

Figure 7: On the left, a group walks through the gals defined as in Fig. 6 considering the
default region sizes. On the right, the region sizis determined using the graphical interface.

Tutorial Number -31- Copyright Virtual Concept



Intelligent Virtual Reality Environments - IVRE

The region around the goals where the crowd iseplacan be specified
according to the virtual environment (Fig. 6 - tigtOtherwise, the regions are
defined using a pre-defined size (Fig. 6 - lefthwéver, in order to improve the
connection between the virtual environment andatters, the sizes of regions
have to be associated to the virtual model, therrélalism of simulations can be
improved. Fig. 7 shows two simulations. The firsiecuses the default size of
regions, and only the goal locations have beemdéf(as shown in Fig. 6 - left).
The second image presents a simulation where tjen have been defined
according to the virtual model.

In the case of Fig. 6, on the left, regions arndd using the default sizes
determined in ViCrowd. As a result, the agents dbrespect the surface to walk
(zebra crossings). If the user wants to fit morenneation between the
environment and the actors, more geometric infolonais required in order to
define the size of region for each goal, then agemdvements are restricted to the
specified surface as shown in Fig. 6 on the right.

The obstacles specified in the script are takéo atcount by the collision
avoidance methods. However, if objects are notipecthe crowd can not avoid
collisions, as agents do not have vision.

TR

Figure 8: Image of the virtual city (Farenc et al,1999a).

If there is a database of the associated virtuslirenment where the
obstacles could be captured automatically as welthe walking regions, the
realism of the simulation can be improved. In ttese, the environment can be
decomposed into regions where the crowd can wdiknTthe avoiding collision
method developed in ViCrowd can take into accohat the agents have only to
walk through the specified goals and regions, aumgidocations outside those
regions. Figure 8 shows the virtual city and Fig.s®ows the geometrical
information captured from the environment in orderprovide information of
regions to walk and objects to avoid. The datahess®l in this example is the
work presented in Farerit999a).
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Figure 9: Image of system to capture information fom the virtual environment
(Farenc et al, 1999a).

When considering a large environment with severbjects, IPs, APs,
obstacles and regions to walk, the computer memeqyired to load the virtual
environment, the geometrical information and therag of the crowd can limit
the frame rate of the simulation. A solution is fpecification of geometrical data
depending on the location of the crowd. For instaiifca crowd is in the park and
nobody is in the supermarket, the objects to bedadin the latter location do
not need to be specified. In order to provide fiomd to manage this kind of
dynamic information, the crowd in ViCrowd is abtedeal with information sent
by an external module during the simulation. Théemal information can be
associated to the different aspects of the crov¥atnmation.

III-3-2. Connection with Intelligent Objects in the Environment

The main objective of intelligent objects, namedehas smart objectss to build
a framework where the designer could model an objet only including the
geometry but also information about specific padsinteract with and its
functionality (Kallmann and Thalmann, 1998). Then, instead of providing only
geometrical objects which require more complex cttnes like vision and
intelligence, smart objects are developed in otdgrovide interaction with non-
complicated and non-complex agents (meaning agemth have not vision and
can not perceive objects and their features).

In order to integrate ViCrowd and smart objects, have defined a simple
algorithm, which consist of changing the controliapdule that manages the
agents when a smart object is perceived. For instaifi one agent perceives a
smart object (e.g. an automatic door) and veriiied the region occupied by the
door has to be used by the agent, before gettiogtie smart object region, the
control of the agent is transferred to the smajgabmodule.

The smart object module manages the interactiowdset the agent and the

object, and then, returns the control of the agenbe crowd module. During the
interaction with the object, the agent is disconeedrom the crowd, and then the
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behaviours managed by ViCrowd are not considerigd. 1B shows the modelling
of smart object features as well as one agentadtieig with a desktop and being
controlled by the smart object module.

Figure 10: On the left the smart object features maelling, and on the right the smart object
module controls one agent (Kallmann and Thalmann, 999).

Also, the smart object can be included in an acpioint (AP) in order to be
performed by the crowd. The listing below shows example of an AP
specification including a smart object interactigith a lift and Fig. 11 shows an
image of this simulation.

Example of an action point which specifies smajecdinteraction to be applied
AP_0 POS ( 11423.867188 40.000488 -5947.833984 )
ROT (-0.015588 -0.000002 0.999879 )
REGION 0
TYPE SHARED
ACTI ON SOBJ so-Lift

F

Figure 11: Simulation of agents interacting with dift (Kallmann and Thalmann, 1999).
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IV. Agents Group Behaviour Simulation in IVREs

Some authors have discussed how to simulate vidwalds. Reynolds (1987)
described a distributed behavior model for simataflocks of birds formed by
actors endowed with perception skills. In fact, thieds (or ‘boids’) maintain
proper position and orientation within the flock bglancing their desire to avoid
collisions with neighbors, to match the velocityngfighbors and to move towards
the center of the flock. Reynolds’s work shows istial animation of groups by
applying simple local rules within the flock strumps.

Le Goff (1994) described an approach to createelzaioral model of
groups formed by heterogeneous entities. His cdnokgroups is related to an
association of individual behaviors and the managenof internal resources as
well as a decisional process inherent in the gentjy.

Tu and Terzopoulos (1994) have worked lmemavioral animation for
creating artificial life, where virtual agents aedowed with synthetic vision and
perception of the environment. The repertory ofiés behaviors relies on their
perception of the dynamic environment, and theefSiheactions are not entirely
predictable because they are not scripted.

Bouvier (1997) used particle systems adapted fiudying crowd
movements where human beings are modeled as aadtie set of particles.
The motion of people is based on Newtonian foreesvell as on human goals
and decisions. They introduced the concept of ‘&lenicharges” and “decision
fields” modeled by using notions of the so calleztidion charges of a person,
interacting with a surrounding decision field iretbame way an electric charge is
influenced by an electric field.

Brogan and Hodgins (1997,1998) have used dynafaorcsnodeling the
motion of groups with significant physics. Theymeguced movements of legged
robots, bicycle riders and point-mass systems basedlynamics, considering an
algorithm to avoid collisions, which determines ttiesired position for each
individual, given the locations and velocities dfet visible creatures and
obstacles. Indeed, a perception model to deteromgegures and obstacles visible
to each individual in the group precedes the désgtaent algorithm.

Specifically concerning Intelligent Virtual Envimments (IVE), some
authors have discussed methods for building infarwigual scenes focused on
urban context [Musse 2001, Donikian 1999, Faren8919rhomas 2000 and
Thomas 2001]. Donikian (1997) have studied the ation and simulation of
autonomous vehicles in urban environments. Far2f06Q) described a database
model in a framework to simulate virtual humansiciy (refxx) presented a
model to provide virtual reality training in emengy situations.

Musse & Thalmann (2001) proposed ViCrowd: a madelescribe crowd
behaviours allowing the virtual agents to interactong them as well as with the
VE. ViCrowd'’s goal is to simulate groups of autormmm agents endowed with
different levels of autonomyrhis model is based on a hierarchical model to
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describe crowds with different levels of contrgbrh guided to autonomous ones
(Musse & Thalmann 2001). The behavior of crowdsased on rules dealing with
the information contained in the groups of indiatku

The groups of virtual humans can be endowed withencomplex abilities in
order to apply other behaviours called complex behas. They can include
sociological behaviours, responsible for the individual and group effeatisen as
a function of the inter-relationship between agents

In our approach [Musse, 2001], the crowd inforomatis specified by
defining the knowledge, status and intentions aaset with the groups. This is
followed by the creation of virtual humans based tha groups' behaviour
information. The individual status and intentiorabeith information used in the
sociological behaviour to provide rules to simulegeciological effects by
changing individual and group parameters as a imctf their inter-relationship.
This section is concerned with an example of sogichl model. Therefore, we
have defined:

i) A a virtual human from the group Gand
i) B a virtual human from the group GB

When_Aand Bare created in the initial population, they hatve $tatus and
intentions defined as follows: (exemplified foy A

A.Status = Relationship(AGA),A.Emotion,ALeadership

. _ . N
A.Emotion = GAEmotion > Agents, (GA).Emotion> AEmotion
Relationship(AGA)=Normalised_value =

The relationship between A and GA is described through a normalised value of
the sum of the emotional status of all agents from GA which are higher than the
emotional status of A.

Where,N = number of agents of GA and
Agents \(GA) represents all the agents of GA

A.Leadership = random([GReadership-0.2, GAeadership+0.2)

The level of leadership of A represents a random value but following the GA
tendency

A.Intention = ACommunicative, AChangeGroups, BelLeader
A.BelLeader= _A eadership > 0.7? TRUE
A.Leadership <= 0.7? FALSE
A has the intention to be a leader when the A.Leadership is higher than 0.7
A.ChangeGroups = random(TRUE, FALSE)
A has the intention to change groups depending on a randomly parameter
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A.Communicability = GACommunicability
A communicability depends on the GA ability to communicate (group status)

Using these parameters, some sociological effents been modelled.

i) A canchange from group GA to group_GBif,
i.1) Relationship(AGA) < Relationship(AGB): if the reationship

between A and GA is smaller than between A and GB.
.2) A.ChangeGroups = TRUH: A has the intention to change groups.
.3) A.BelLeader = FALSEf Aisnot theleader of GA.

Asa result, A changesfrom GA to GB.
If A.Leadership > All_Agents(GB_eadership, then: :

(if the leadership value of A is greater than the leadership value of all agents
from GB, thenA will be the new leader of GB.)

GB.Leader = A
Relationship(AAlIGroups) is recomputed
A.BelLeader = TRUE

A.Emotion = increased

The other agents from GB will have a new tendency to follow the new leader. This
represents the changes of group parameter consequent to individual changes.

GB.Emotion = AEmotion
GB.Communicative = ACommunicative
A.Memory = GBMemory

Else(A is not the new leader of GB)

Then, some parameters of virtual human change according to the
parameters of its new group GB

A.Emotion = GBEmotion

Relationship(A AllGroups) is recomputed
Agent.BeLeader =  Agent.Leadership > 0.7? TRUE
Agent.Leadership <= 0.7? FALSE
A.Communicability = GBCommunicability
A.ChangeGroups = random(TRUE, FALSE)

i) The emotional statusan also be changed when one agent meets anGtgr.
when both have a high value for the domination p@&tar, one virtual human is
chosen randomly to reduce its emotional statusthisa case apolarisation
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between two leaders will follow. In any other evembth agents should assume
the highest emotional status between them.

The sociological effects modelled in these rules ar
1) grouping of individuals depending on their inter-relatioipghand

emotional status (changing of groups) and dbenination effect
(arising of new leaders);

i) polarisation (between two leaders) and tHearing effects as the
influence of the emotional status and dominatiorapeters (agent
parameters change because of new leaders); and,

i) adding (group parameters change because of a new leader)

Case Study: Sociological Behaviours

We have applied our model to simulate a sociogmahich means a sociological
graphic representing one population, its relatigpsshand the different levels of
domination. Fig. 12 shows an example of a sociogram

Fig. 12: A sociogram

The filled circles represent the women and the tgrnopcles the men. The
dashed lines represent a relationship of hostditg the full lines represent a
friendly relation. In addition, this graphic repeess a certain hierarchy in the
group, as the individuals in the centre of thesg@m have more relationships as
compared to the others in the external circles.

In our example, we used four groups with
different behaviours and parameters (does
not include the gender parameter). The
agents walk on the limit of the circles, like in
the sociogram and these circles are delimited
by points, which represent the goals for each
group, as we can see in Fig. 13.

Fig. 13: The sociogram in our case
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Two simulations have been made where the valuesréavd domination
and emotional status have been described accaalihg next Figures.

Domination in the groups Emotional Status in the groups
11 1
5 087 = 0.87]
g 0.6 @Gro S 3 0.6 B Gro
o J g2 J
= 0.4 EGrl o S 044 BEGri
IS (%]
o 0.2 T 0.2
0 o OGr2 0. OGr2
aGr3 OGr3
Groups Groups
Values for domination distributed Values for Emotional Satus
among 4 groups distributed among groups

Figure 14: Crowd domination and emotional status dstribution.

Then, depending on the affinity and repulsion effegenerated during the
simulation using the data described in Graphicsaid 8-2, agents can change
groups in order to be part of a group with high &omal status and domination
values. Graphic 8-3 shows the variation of grogz= as a function of simulation
time. We can observe that the agents try to go ® i@ order to have higher
levels for emotional and domination status.
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Figure 15: Variation of groups’ size as a functiorof simulation time.
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Figures 16 and 17 present some images of simulation

Fig. 16: On left, 40 agents are initially distribued in 4 groups in a sociogram. On right, after
600 frames of simulation, the major part of agentgoes to the centred level in the sociogram.

Fig. 17: Agents in the centre of diagram have highdevel of emotional status than
the agents in the other groups.
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V. Applied IVREs

In this section, some of main examples of IVREs@esented. The objective is
to present a general view of the area through #serption of related research
works.

A virtual intelligent agent, STEVESQar Training Expert for Virtual
Environment), which acts as guide in training sessions is psep by Rickel and
Johnson (1997). The training is made in a threesdsional interactive
environment. The agent monitors trainees’ progesss provides guidance and
assistance. Moreover it interacts with simulatiofi®bjects in the environment.
Figures 18(a) and 18(b) present the STEVE agehiei8D environment.

Figure 18. (a) Steve agent watching a machine; (Bteve pressing a button [Rickel 1997].

Bersot et al. (1998) present Ulysses, a conversatiagent in a virtual
environment. The agent helps the users during a#wiyin the environment and
accepts natural language commands to manipulasetsbjA speech synthesizer
is used to response to the user’s solicitationgurles 19(a) and 19(b) show the

agent moving around the environment.

(a) (b)

Figure 19. Ulysses moving in the environment [Ber$d998].
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A virtual agent, George, who guides the users ¢orédtevant places in a
virtual university, according to the user’s infortna interest, and presents
appropriated multimedia documents, is proposedanakiotopoulos et al (1999).
The users can communicate with the agent throughtanface based on line
command. Figures 20 (a) and 20 (b) present the aonwation interface among
the users and the agent, and the agent movingdtberenvironment.

" University

(a) (b}

Figure 20. (a) Communication interface (b) Agent meing in the environment.
[Panayiotopoulos 1999].

Noll et al. (1999) present the GuideAgent, a viragent which possesses
the following main tasks: navigate in a three-disienal environment; provide
information about the environment, its users angaib; and help the users in the
environment exploration. The agent and users aphgrally represented in the
environment and the agent can model the user’'sq@meées and behaviors.

A virtual theater is presented by Nijholt and Hiust(2000). The
environment has been built using VRML (Virtual ReaModeling Language)
and it can be accessed through World Wide Web (WWwjhe environment,
the users can navigate, visiting rooms and obsgryictures, and they can
interact with a virtual agent called Karen. Therdgeossesses information about
theater sessions, actors, and tickets. The comationcbetween the agent and
the user is made through the natural language nBuhe dialog with the user, it
can present different facial expressions. Figurgés(® and 21 (b) show the
external theater interface and the agent virtespectively.
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Figure 21. (a) Theater entry (b) Virtual agent [Nijholt 2000].

The “Lokutor” system, proposed by Milde (2000) aighree-dimensional
environment where a presentational agent actssakassistant. The main task of
the agent is to present cars to the user. The agetle to convey information
about the functionality of the car (e.g. how to m@edoor, how to open the tank
lit, what type of fuel the car takes, the sizelw space in the trunk etc). The user
is able to interact with the agent by natural lsaggI commands. Information
given by the agent is presented to the user inhsyiot spoken natural language.
Figures 22 presents the sequence of actions @géet during the presentation of
the car to the user.

(a) (b) (c) (d)

Figure 22. Agent presenting the car to the user [Mile 2000].

Anastassakis et al (2001) present an environmdmbited by agents
which explore it, locate specific items, interadgthnothers agents, and response to
users’ instructions (e.g. go to the specific plade)the presented scenario, a
virtual library made using VRML, two agents, a dban and a library client,
interact. The client is looking for a book. In orde get it, it approaches the
librarian and asks for it. Then, the librarian sefsand starts looking for the
requested book among the library’'s shelves. Iftibek is available, the librarian
brings it to the client. Figure 23 shows the vittlibrary interface, with the
interaction between the librarian and the librdrgra.
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I WANT A COPY OF “ART OF PROLOG"

Figure 23. Interaction between the librarian and lbrary client [Anastassakis 2001].

A methodology to navigate and explore three-dinmerai virtual
environments is described by Frery et al. (2002)atars are used as interactive
guides, which have navigation strategies based rdarmation about the
environment. The avatar’s intelligence is represgnby its behaviors and
knowledge about the environment and user. Basdtisnknowledge, collected
using forms, the environment structure and theaamsagiraphical representation
are modified.

The application of an AVI in the treatment of hypeaive children is
presented by Rizzo et al. (2002). The environmemisists of a virtual three-
dimensional classroom where an avatar represetgacher and there are some
static and moving objects in the environmeAh immersion systenfHMD -
Head Mounted Display) allows to monitor the movements of the children,
detecting their view fieldThe collected data are used to analyze the children
behavior. Figure 24 present the virtual classroateriace.

Figure 24. Virtual room interface [Rizzo 2002].

Moreover, Rizzo et. al. (2002) use a virtual offiggh several dynamic
objects (e.g., phones playing, computers and asjatar verify cognitive aspects
of the users (e.g., memory, perception, and attentiOne of the avatars
represents the office boss and he can requeset teséér to do a specific activity in
the environment. The HMD equipment is used to nooriite users’ movements
during the activities execution. Moreover, the eoniment is modified and the
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perception aspects of the user in relation to thaedifications are collected.
Figure 25 shows the several configurations of ihea office.

Figure 25. Configurations of the virtual office [Rizzo 2002].

A three-dimensional and adaptive virtual environtnan presented by
Chittaro and Ranon (2002, 2002a). In the environmehich consists in a virtual
store, the users can navigate and obtain informagioout the products. The
information about the user’s characteristics andréests is used to customize the
environment. This data is collected using forms mamahitoring the user’s actions
in the environment (e.g., visualized products, bpysducts). Walking objects
help the user during the navigation and localizatd specific products. Figures
26 (a) and 26 (b) represent the environment adapsaand the walking objects.

(a) ' (b)

Figure 26. Environment adaptations and walking objets [Chittaro 2002, 2002a].

In a more recent work, Chittaro el. al. (2003) presa virtual agent which
helps the user during the navigation in a virtualseum. From places or objects
descriptions of user’s interest, the agent credles appropriated trajectory.
Moreover, the agents can stop during the trajectony present each place or
object. Figures 27 (a) and 27 (b) show the ageaniexplanation about an object
and a created trajectory, respectively.
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Figure 27: Virtual museum navigation: (a) Agent inan explanation about an object;
(b) created trajectory [Chittaro 2003].

The IVEs also has been used as tool to experinadtic techniques.
Heinen and Osoério (2002b) use a virtual environn{Eigure 28) to simulate a
hybrid control system for moving autonomous robdtsorder to validate the
proposed system, a simulator was implemented. Sinmulator allows using
different models of three-dimensional environmerstad applying several
sensorial and cinematic models to the robots.

A

Figure 28. SimRob simulator [Heinen 2002b].
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VI. Applied IVREs: Practical examples

In this section are presented some examples pahcjeplications of IVREs

developed in our research group — Graphit GtoySomputer Graphic and
Vision Research Group). The practical applicatiares divided in two groups: i)
AdapTIVE applications — This is an adaptive virtealvironment served by an
autonomous agent; ii) ViCrowd and CROMOS ReseanaijieBt> — These are
research and applications developed in order wysind implement Simulations
of Groups of Virtual Humans (Virtual Crowds / CrosvdModelling and

Simulation).

VI-1. AdapTIVE

The AdapTIVE is an intelligent virtual environmemthich has its structure and
presentation customized according to users’ inter@sd preferences (represented
in a user model) and in accordance with insertioh @moval of contents in this
environment [Santos 2004, 2004a, 2004b]. An irgelit agent assists users
during navigation in the environment and retriewilelevant information. This
system can be applied in different application dimsyaas for example, distance
learning, e-commerce and entertainment (games).

In this environment, there is support for two tymdsusers: information
consumer (e.g., student) and informatigerovider (e.g., teacher). The users are
represented by avatars, they can explore the emaeat searching relevant
content and can be aided by theslligent agent, in order to navigate and to locate
information. The contents also posses a model aady@uped according to its
knowledge areas. The consumer, provider, and comedels are used in the
environment adaptation. This adaptation involves tustomization of the
environment presentation and structure, where dimeats that correspond to the
areas of major user's interest are placed, in aalkmtion order, before the
contents which are less interesting (easier access)

The user models (consumers and providers) contéamnnation about the
user’s interests, preferences and behaviors. lerdodcollect the data used in the
composition of the model, the explicit and impliapproaches are used. In the
explicit approach, a form is used to collect faatad(e.g., name, gender, areas of
interest and preferences for colors). In the iniplpproach, the monitoring of
user navigation in the environment and his intéoastwith the agent are made.
Through this approach, the environment places edsby the user and the
requested (through the search mechanism) and adcéslcked) contents are
monitored. These data are used to update thelinisier model. The explicit
approach is adopted to acquire the user’s prefesescempounding an initial user

2 Graphit Group — http://inf.unisinos.br/~graphit/
13 CROMOS Lab. — http://inf.unisinos.br/~grapjit/crosiab/
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model and the implicit one is applied to update thodel. A user model manager
module is responsible for the initialization andlapng of user models.

The contents are added or removed by the provid@ugh a content
manager module and stored in a content databashk.déatent contains a content
model, containing the following data: category (@@ pre-defined set), title,
description, keywords, type of media and correspanélle. Theprovider, aided
by an automatic content categorization process actthe definition of this
model.

The representation of the contents in the environinge made by three-
dimensional objects and links to the data (detaitsbcription, e.g., text
document, web page). An environment generator neodithe responsible for the
generation of different three-dimensional strucutet form the environment and
to arrange the information in the environment, adcm to the user and content
models. Moreover, this module sends to the ageninformation about the user
models which are interacting in the environment amidrmation about the
contents and its positions. This way, the agensggses sufficient information to
help the users.

In order to validate the AdapTIVE, a prototype ofditance learning
environment,used to make educational content available, wasldpgd. In the
prototype, a division of the virtual environmentaidopted according to the areas
of the contents. In each area a set of sub-areabeassociated. The sub-areas
are represented as subdivisions of the environnethe prototype the following
areas and sub-areas were selected: Artificial ligezice (Al) — Artificial Neural
Networks, Genetic Algorithms and Multi Agents Syste Computer Graphics
(CG) — Modeling, Animation and Visualization; Conteu Networks (CN) —
Security, Management and Protocols; Software Eweging (SE) — Analysis,
Patterns and Software Quality. A room is associd®deach area in the
environment and the sub-areas are representecbdssisions of rooms. Figures
29 (a) and 29 (b) show screen-shots of the prootgpt illustrate the division of
the environment in rooms and sub-rooms. In scréetss a system version in
Portuguese is presented, where the descriptionelit@ncia Artificial”
corresponds to “Artificial Intelligence”.

Redes de
Computadores ks
Hltigeses
it

@) (b)

Figure 29. (a) Rooms of the environment; (b) Sub-mms of the environment.
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According to the user model, the reorganizatiornthod environment is
made: the rooms that correspond to the areas @irraagr's interest are placed, in
a visualization order, before the rooms which cotgteare less interesting. The
initial user model, based on explicit approachused to structure the initial
organization of the environment. This involves alse use of avatars according
to gender of user and the consideration of useesepences by colors. Figures 30
(@) and 30 (b) represent examples of initial adapta of the environment
structure. According to the Figure 30 (a), the g=male gender) has interest by
Artificial Intelligence area and has preferencectaan colors. In Figure 30 (b) the
user (male gender) has interest by Computer Granea and has preference by
dark colors. As the user interacts with the enviment, his model is updated and
changes in the environment are made. After n sesgiime window), for each
area, the evidences of interest (navigation, regaes access) are collected, the
rules are applied and CFs are calculated. By gpttia resulting CFs, a new area
ranking is made and, this way, the environmentestructured. It must be
addressed that each modification in the environneemtiways suggested to the
user and accomplished only under user’s acceptance.

loix]

sppiststated

(a) (b)

Figure 30. (a) User with interest in Artificial Intelligence; (b) User with interest in Computer
Graphics area.

Sovie started

On the other side, in relation to contents in thei®nment, the provider
model is used to indicate the area (e.g., Artifitrgelligence) that the content
being inserted belongs, and the automatic categjarz process indicates the
corresponding sub-area (e.g., Artificial Neural Wertks), or either, the sub-room
where the content should be inserted. In this whg, spatial disposal of the
content is made automatically by the environmemtegetor, on the basis of its
category. In the prototype, thirty examples of bat#scriptions, for each sub-
area, had been collected from the Web, and usdédaning and validation of the
categorization algorithm. In the stage of learniagperiments with binary and
multiple categorizations had been carried througtihe binary categorization, a
tree is used to indicate if a document belongsoarta the definitive category. In
the multiple categorization, a tree is used todath the most likely category of
one document, amongst a possible set. In the ewpats, the binary
categorization presented better results (less @ndy consequently, greater recall
and precision), being adopted in the prototypethis way, one book can be
categorized (and placed) in more than one categbtile same time. For each
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sub-area, the rules obtained from decision treexX)Caere converted to rules of
type IF — THEN, and associated to content manageiuie.

In relation to communication process between tlenagnd the users, they
interact by a dialog in pseudo-natural language 0$er can select one request to
the agent in a list of options, simplifying the amemication. The agent's answers
are showed in the corresponding text interface awndnd synthesized to speech.

Figures 31 (a), (b), (c) and (d) illustrate, respmety: a request of the user
for the localization of determined area and the emoent of the agent, together
with a 2D environment map, used as an additionafigasion resource; the
localization of an area by the agent; the useralization of a content; and (d) the
visualization of details of the content, after s&ten and click in a specific
content description.

L=loi x| loix|
Applet et
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(€) (d)

Figure 31. (a) Request of the user; (b) Localizatioof a area by the agent; (c) Visualization of
contents; and (d) Visualization of content details.

AdapTIVE was also tested in other type of applmadi It was also
implemented a virtual bookstore using AdapTIVE [©®an2004b], where books
are automatically categorized, organized and placdte environment, and the
user preferences are defined and updated in codamresent to him a customized
vision of the virtual bookstore.
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VI-2. Virtual Humans Simulation

The aggregated motion is bdibautiful andcomplex to contemplateBeautiful
due to the synchronization, homogeneity and unggcdbed in this type of
motion, andcomplex because there are many parameters to be handéedeanto
provide those characteristics. History reveals aagramount of interest in
understanding and controlling the motion and bejraaf crowds of people.
Psychologists and sociologists have studied thexeh of groups of people
during several years. They have been mainly intedes the effects occurring
when people with the same goal become one entitped crowd or mass. In this
case, persons can lose their individualities armptithe behavior of the crowd
entity, behaving in a different way than they walene [Benesch 1995].

The mass behavior and motion of people have alsa beidied and modeled
in computers for different purposes. An applicaigoms to simulate themotion of
crowds providing the evacuation of people in complex esminents, for example,
in a football stadium or in buildings.

The goal of this case-study is to present a mamtestudying the impact of the
agents” individual characteristics in emergent gsoabtained on the evacuation
efficiency and its dependence on local interactiorise starting point for the
following discussion is the physically based moaofetrowd simulation proposed
by Helbing (2000), which is generalized in orded&al with different individuals
and group behaviors.

In this work, the groups” behavior is attained asemergent function of
local interactions between individuals. We geneealithe Helbing model in order
to include different individualities in the pargclsystems as well as group
behaviors.

VI-2-1. The Helbing Model

Helbing (2000) proposed a model based on physick sotio-psychological
forces in order to describe the human crowd behanipanic situations. It uses a
particle system where each particlef massm has got a predefined spegdi.e.

the desired velocity, in a certain directignand to which it tends to adapt its
instantaneous velocity within a certain time intervag, (1* term of Equation 1).

Simultaneously, the particles try to keep a veledipendent distance from other
entitiesj and wallsw using interaction forceg, and f, (2 and 3 term of

Equation 1), respectively. The change of velocitytime t is given by the
dunamical equation:
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(Eq. 1)

Figure 32. An image of Helbing’s Model Simulation

This model generates realistic phenomena, as arosafion in the exit
(Fig. 32) and the increasing evacuation time wittreasing desired velocity as
described by Helbing (2000).

VI-2-1. The Generalized Model

The main motivation for our model is the fact tl#terent people can react in
different ways depending on theindividual characteristics and on group
structure. For instance, an adrenaline maniac is less affect panic situation
than an always concerned being, who probably sigdking all of a sudden and
thus interferes in the crowd dynamics as a whaletiérmore, depending on the
group structure, the individual action can change because thetaggmart of a
group, e.g. returning to the dangerous place ireota rescue a member of that
group. Situations like those motivated our workprder to enrich the simulation
beyond a scenario where agents react only as thdiviand homogeneous
particles.

The first contribution of our work is to attribuiredividuality to each agent,
and thus allows the model to deal with differenersigbehaviors generated as a
function of individual parameters. We describe telbe parameters treated in
order to define our virtual agents. A disscussiboud how group behaviors are
generated depending on the interaction betweenithdils is also presented. This
second fundamental aspect in this model is relaietie possibility of grouping
people. In this case, agents are able to form groupch cause them to change
their individual behavior as a function of emerggedup structure.

...:.‘. ‘I .a. ° .'I .”’.
3

. S .' . B,

~ e .

Figure 33. Sequence of images representing agentsugping process.
Each agent is represented by its specific family @ (groups).
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The agents population can be composed heterogdpeloyisndividuals
with different characteristics. Each ageist defined according to the following
parameters:

¢ |d; — Identifier of the agent.

¢ |dFamily — Identifier of the family. A family is a prede@d group formed
by some agents who know each other. All of themradieated by the same
color (in this paper represented by the same grale) to facilitate group
identification during the simulation as shown igdie 33.

¢ DE — Dependence level of the agent represented bjue wathe interval
[0,1], which mimics the need for help of agent

¢ AL — Altruism level of the individual represented byadue in the interval
[0,1]. It represents the tendency of helping areotigent. For simplicity,
we consider altruism existent between members @fsdame family only,
i.e. agents with high altruism try to rescue dejeenn agents of the same
family.

¢ v’ — Desired speed of the agent.

In order to model the effect of the dependencemater in the individual
velocity, we computed/im as a function@E, and maximum veIocityVi0 , as
follows:

v’ = (- DE)v" (Eq. 2)
If the agent is totally dependem;=1), V" will be equal to zero, which
is typical for disabled people, small children,.dtcthe case oDE; = 0 for all
agents one recovers Helbing’s original model.

The impact of parametefAL; is presented in next section where the
altruism force is introduced according to the iattion between agents, forming
groups of altruist and dependent individuals.

Group formation is related teg (altruism force) which is implemented as
an interaction between two or more agents who areqs the same family. The
resultanfa is mathematically described as follows:

Fa, = K.Y AL DE[d; -d,/g, (Eq. 3)
i

The vector g represents the distance between the two agents théth

origin at position of agenand 4, is the distance vector pointing from the agemt

the door’s positiop of the simulation environment (Figure 34). K ig@nstant
andg, is the unitary vector with origin at position
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Figure 34. : Representation of vectors for a pairfoagents.

Consequently, the greater the paramétgrof ageni the bigger will be
Fa which points to the aggrand has the high level 8f;. When both agents are

close enough to each other, the one with high Rferain this example) adopts
the value of agen{DE; = DE;). This means that the evacuation abilityagént; is
shared withagent; and both start moving together (shown in Figui2sudd 34).

The results analyzed in this work are subdividedwo parts. First, we
present a discussion about the impact of aveRifjand AL parameters on the
resulting flow of people passing the door per sdcaluring the simulation. We
investigated these parameters varyid§ with AL fixed and vice-versa. In the
second set of simulations, we compared the aveiageof people per second
obtained with different distributions of initial palation. Moreover, these flow
values are compared with the one obtained with iHgls model.

We performed 25 simulations using 5 different seedsandom number
generator with evaluated values of AL (0.1, 0.3, 0.7 and 0.9), as shown in the
following list of parameters:

Value of DE = 0.5

Standard Deviation dPE, = 0.5

Value ofAL = (0.1, 0.3, 0.5, 0.7 and 0.9)
Standard Deviation d&L; = 0.1

Figure 35 presents the average flow of people ¢aored obtained with the
25 simulations with fixed DE and variable AL.
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Figure 35: Flow of people x AL values.

Twenty five simulations (using also 5 different seeds) eveerformed
considering the following data:

Value of DE = (0.1, 0.3, 0.5, 0.7 and 0.9)
Standard Deviation dPE, = 0.1

Value ofAL = 0.5

Standard Deviation d&L; = 0.5

Figure 36 presents the average flow of people ¢aored obtained with the
25 simulations with fixed\L and variableDE.
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Figure 36: Flow of people x DE values.

From those plots one can perceive that the aveflage of people per
second decreases according to the increased \&##lids Figure 36 indicates that
the flow of people does not increase or decreagefigiantly, for a more accurate
study considering a combined AL-DE dependency werréo future work.
Below, we provide more detailed results definintfedent possibilities of initial
populations.
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In order to measure the We Impact of Populationtrbistion in the
Resulting Average Flow of People performed furt@®r simulations using 5
different seeds, considering the following popwlas:

A) Value of DE = 0.0 B) Value ofDE = 0.9
Standard Deviation dPE; = 0.0 Standard Deviation dPE; = 0.2
Value of AL = 0.0 Value ofAL = 0.9
Standard Deviation diL; = 0.0 Standard Deviation d&L; = 0.2
C) Value ofDE = 0.8 D) Value ofDE = 0.5
Standard Deviation dPE; = 0.2 Standard Deviation dPE; = 0.5
Value ofAL = 0.1 Value of AL = 0.5
Standard Deviation ofL; = 0.2 Standard Deviation oiL; = 0.5

E) Value ofDE=0.1
Standard Deviation dPE; = 0.2
Value of AL = 0.9
Standard Deviation diL; = 0.2

An interpretation for each type of population isci@ed as follows:

Population A reproduces Helbing’s implementatiore. iindividuals are
considered homogeneous and without altruism or mbgrey. Population B
describes a socially complicated configuration sitite major part of agents are
altruist and are also dependent. We have classifiese agents as problematic
since they want to help others but their abilityeszape from dangerous locations
is limited. Population C describes a more egoogiytation; only the minor part
desires to help others but the major part of agaaexis help. Population D is
described with a normal distribution and servesaasean reference sample.
Population E presented the higher values of flop®bple since major part of
agents desires to help others and there is a pordibn of them who needs help.

Figure 37 presents average flow of people per skobtained in these 5
simulations.
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Figure 37. : Flow of people x Initial Population.

Comparing the results A to E, one observes thdudeg individuality
into agents, permits to simulate different popolasi which is manifest in a
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change in the average flow of people passing tlee der second. For instance,
we can simulate a population of children in a st¢thtike Population B) and
observe that the average flow of people decreasapared to other populations,
as described by Helbing’s case (Population A).

On the other hand, we are able to simulate a popualaf trained people
who knows how to evacuate a dangerous locatiothigncase, people can help
others if necessary, but in fact, there are noughgpeople with necessity for
assistance. This situation can be an example ofilRogn E) and in this case, we
obtained the highest flow compared to all otherytajons simulated.
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VII. Conclusion

Intelligent Virtual Reality Environments (IVRE) dose an attractive and
challenging research field, which combines differaachnologies used to
construct 3D environments integrated with Artifidiatelligence and Behavioural
Simulation methods. IVRE research involves a misitiplinary team group,
which should concentrate efforts in the developmefit both graphical
environment aspects and embodied intelligence.

In this tutorial we presented an overview of salaspects related to the
development of IVREs:

- Virtual environment modelling, including the addni of “intelligent
information” into the environments components;

- Agents simulation, including environment interanfigcripts, behaviours
and agent control architectures used in order ¢oraplish a specific task;

- Groups and Crowds simulation, including studies uabbehavioural
groups simulation and practical examples of appticeof this methods;

- Virtual Environment automatic creation and orgatag including some
practical examples of adaptive IVRES;

The combination off all those aspects allows usreate more dynamic,
interactive and realistic IVREs. Several applicasiadeveloped based on these
techniques, have already been used with great ssicire different domain
applications, ranging from educational tools, e-gwrce, behavioural simulation,
analysis of dangerous situations, games and em@eat and industrial
applications.

However, there are still many other “open questi@msl problems to be
solved, and also techniques that can be greatlyowsg, in order to achieve
better IVRE applications. We believe the joint effof different research groups
and from different knowledge areas is the way thiea® better results. Virtual
Reality and Artificial Intelligence are definitivelcoupled, and topics as for
example, Agents Simulation, Multi-Agents Systemstifigial Life, Behavioural
Simulation, Robotics, Advanced Human-Computer fat@s and Interaction, and
Machine Learning are key-points to the developroémore powerful IVRES.

With the improvement and addition of new capaletitio IVRES, certainly
new and very attractive home and industrial appiboa will come!
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