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Abstract

This tutorial aims to present new trends, methodsapplications related with the interaction of
agents and objects present in a Virtual Reality)(#2Rvironment. In the first part of this tutorial
we will discuss about the introduction of interaotibased on physics, including concepts
related to perception, action, kinematics and dynan{including rigid body dynamics,
flexible/deformable objects and particles system&iter this discussion about physical
interaction between VR agents and elements, theseébond part of the tutorial will focus on
the behavioural simulation of virtual autonomousradg. We will discuss about different
simulation techniques of agent behaviour controicluding autonomous agent control
architectures (e.g. deliberative, reactive and ikybarchitectures). The introduction of
knowledge about the agents (e.g. emotional stpwrspnality, personal profile) and about the
environment (e.g. special places, functioning rupgace profile), will be also addressed. The
knowledge introduced is then used to improve aspesthted to the agents’ autonomy, the
interaction within the VR environment, and the aesgiof reality in the VR simulations. We
conclude this tutorial with some examples of praitiapplications, including recently
developed VR applications implemented by our regegroup.
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Increasing Reality in

Virtual Reality Applications
through Physical and Behavioural
Simulation

I. Introduction

This tutorial aims to present and to demonstrae ithportance of physical and
behavioural simulation techniques integrated inidul Reality (VR) environments, in
order to increase the realism obtained in thegealienvironments. A Virtual Reality
environment should provide to users tools for viigaton, interaction and immersion
in a 3D environment, but it should also be ableefiroduce the real world as realistic as
possible. So, to make possible a reliable repraolnctf the real world in a virtual
environment, it is necessary to introduce in thitual environment some elements and
properties from our world, in other words, the wat elements should behave and react
in a very similar way related to the physical elatseof the real world. Then, our main
concern here is to emphasize how important is tegnate physical simulation models
into virtual environments, as well as, behaviowmhulation models of autonomous
agents. Virtual agents’ behavioural simulation banobtained based on the integration
of Artificial Intelligence techniques, applied tieese virtual environment elements. The
behavioural models allow us to create virtual emwinents with human characters and
autonomous agents, endowed with the capacity toepar, to act and to interact with
other VR environment elements, as well as, to atewith the users of the system.

Several authors support a similar proposition eieed above [Funge 1999,
Watt 2001], which should be adopted in all typesv&f applications: from VR tools
used to help in the design of new products orriwutate real world situations, until VR
applications in the area of digital entertainmamd games. The Figure I-1 presents the
hierarchy of models that should be used to creataaV worlds, according to John
Funge's proposal [Funge 1998unge proposes an hierarchy of levels, compogeded
geometry, kinematic, physical, behavioural and @ogn level. This hierarchy
demonstrates the whole complexity of realisticuaitenvironments implementations,
since it is very important to have implemented base levels of this pyramid in order
to support and achieve more complex models (malkste), that are in the top of the
pyramid.We found also a similar scheme described by A. \Afadt F. Policarpo, where
they define intelligent behaviours and hierarchiebehaviour control [Watt 2001, pg.
486]. In this tutorial we adopted this concept of hiengrof levels applied to create
realistic models of simulation in virtual worldspwever we will go deeper and detalil
each one of these levels (geometric, physical,\neteal and cognitive). So, we seek to
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obtain a better proposal to describe and stru¢heelesign and practical development
of virtual environments, and also its applicatiotoivirtual simulations tasks. Besides
that, we will present also some practical applaraj developed in our research group,
which emphasize the importance of the physics, \iebeal and cognitive models
simulation, in order to implement realistic simigats and VR product design.

Figure I-1: Hierarchy of models used to create virtial worlds [Funge 1999]

This text is organized as follows. In the nexttwec(ll) we describe the main
concepts and components related to this tutorimhtulstion models that include
geometry, physics, behaviour, knowledge and cagnitn order to improve the realism
in VR environments. Section Ill describes some #jgetmols and techniques used to
implement physics simulation in virtual environmenin addition, we present in the
next section (IV) the concepts related to the tephes applied in order to control the
virtual agents (intelligent objects and charactevbjaining different types of intelligent
behaviours and agents’ autonomy. Section V deszribe introduction of high-level
knowledge in virtual environments, obtained through use of ontology-based VR
simulations. In the next section (VI), named piadtapplications, some of our research
group VR tools practical implementations are désatj including examples of VR
based simulation of physics, behaviours, knowlemlg cognition. The applications are
divided into two main groupsj)(autonomous robots design based on VR simulation,
and (i) application of ontology into a VR environmentnsilating a dense populated
environment. We conclude this work with some finainarks and discussions in the
section VII.

“Welivein a material world”

which is governed by physical laws...

which is populated by different types of creatures...
which have different types of behaviours and irdgelice.
Thisisour real world.
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II. Virtual Reality and Realistic Simulations

In this section we will describe the importance @dd properties to the virtual
environment that allow us to integrate more advencearacteristics from our real
world. We move from the concept of a 3D visualzattool (with human sensorial
immersion in a virtual world) to the concept of 3Himulation tool (with human
immersion in a “physical and realistic” virtual vd). The main objective of this
models integration (physical and behavioural), $atmag elements from the real world,
is to increase the realism of the user immersigres&nce in a virtual environment.
This can approximate the VR applications to ourccet® world. The integration of
these models into VR applications is obtained thhothe implementation of physical
and behavioral computational simulated models timéovirtual environment.

II-1. Geometry

Simple VR environments, denominated here ¥R ‘visualization”, just look for to
provide a visualization of the virtual world, withe maximum visual realism possible,
in a way to create an immersion sensation in thesldv These environments can be
classified as advanced visualization tools and dreyfocused mainly in the computer
graphics information processing: the key-elememts @bject geometries which are
represented by polygons and 3D meshé8.visualization environments can enclose
virtual worlds composed only of static objects, vehthe virtual environment elements
don't possess a movement or behavior. In someeséthnvironments we can also find
animated objects, usually based on “pure” classghriiques of computer graphics
animation [Foley 1990, 1993; Watt 1993], in otheords, all the movements are
previously established, describing paths and behswat the geometric level (e.g. key-
frame animation). Therefore, in this type of vitteavironments, the virtual world is
considered as a simple three-dimensional descnipiiothe real world, without any
abstract concept used to represent the virtual exiesn objects are simple 3D meshes
and don’t have any main function, meaning/semamnt@&utonomy associated to them.

II-2. Physics

A second abstraction level can be added to vireimslironments, reaching what we
called here theVR physical’ (simulation of motion based on physics). Whenlvegin

to consider the world composed by concrete objéatsual elements are not just
polygons in the 3D space), and we begpnassociate behaviors to these objects,
according to the physics laywthen we will have aVR physical’ environment. Our
physical (concrete) world is formed by objects thassess physical properties, such as:

» Physical structure, physical resistance, mass,itgeatasticity, etc;

» Position and orientation in the 3D space;
* Linear and angular velocities;
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* Movement and acceleration/deceleration with appticeof forces and torques;
* Kinetic and potential energy;

» Attraction and repulsion (e.g. gravity, magnetiarges);

* Inertia, friction and collision;

* Laws of conservation of energy, momentum, angulamentum and mass.

Virtual Reality systems should simulate the movenwdirigid bodies, apply forces
and simulate object kinematics, detect and reacblisions (since two concrete objects
cannot occupy the same space at the same timehagdntust respect the laws of
conservation of energy), simulate articulations abgect deformations (changing the
object shape or even breaking it into smaller Eec&€he implementation of all those
physical behaviours must be done in order to irsgeéhe virtual worlds realism [Bourg
2002, Watt 2001]. In this way, the objects and eet® of the virtual world start to
behave as the concrete elements of our real werndd & virtual car should behave like a
real car). When applying physics simulation, thewal objects start to interact with
each other (automatically), according to their grtips, and the user can also start to
interact, in a more natural way, with these objecesent in the virtual environment.

II-3. Behaviour

The third abstraction level is related to the agielehavior (intelligent objects
and autonomous characters) that are present ivirtb@l environment. That's what we
called VR Behavioural” environment. The agents should exhibit at leasitrgple level
of intelligence, based on behavioral control tegues derived from the Artificial
Intelligence (e.g. A*, FSA, BDI, scripts, steeribghaviors, intelligent objects, reactive,
deliberative and modular-hybrid control architeeg)r [Osorio 2005, Garcia 2003,
DelLoura 2000, Thalmann 1999, Reynolds 1999].

Different types of agents can exhibit differenteégpof behaviors: if we consider
the agents as being virtual people, they can eixhilgeries of intelligent behaviors,
some simpler and other more sophisticated; if wesicler other types of creatures
(animals and other live creatures in general) t@ybehave in a different way; or even
industrialized objects with their own functionadsi and operational way, could also
behave autonomously in a specific way. All thesendég) could have several different
types of behaviors, from the most elementary tanlee complex.

A common property in th¥R Behavioural environments is that the elements
of the virtual environment stop being only simplejexts subject to external forces
imposed by the user, or considering a set of preelefstatic forces. The virtual agents
start to perceive the environment, to decide aad fieir actions, and to execute them.
The agentsncorporate a sensorial capacity and a motor cohtrachieving a more
sophisticated behaviour that possesses a certgreelef autonomy [Russell 1995,
Wooldridge 1995]. Autonomous agents can controlirtrevn movements and
behaviours.
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II-4. Cognition and Knowledge

The fourth and last abstraction level is the orleddVR Cognitive” . In this level, the
agents start to have high level “reasoning” capessiin terms of Artificial Intelligence.
They coulduse sophisticatedhethods to represent knowledgleout the world where
they are inserted, and also they coukk sophisticatesnethods to manipulate this
knowledge The VR environments, at this level, start to make us$ekmowledge
representation models (e.g. ontology, informed remvinents) [Paiva 2005, Farenc
1999], to describe the agents (e.g. emotional statersonality, personal profile) and
the environment (e.g. special places, functionings, place profile). For example, we
can add information about the environment desagiltire opening hours of a store, or
the security measures associated to some flamnfigbids (e.g. do not smoke nearby
these objects, or provoke sparks).

Agents in VR Cognitive environments can deal with different reasoning
mechanisms (e.g. inference, analogy), have long-temd short-term memory,
communicate with other agents or users, and evey ¢an have the capacity to adapt
and to improve themselves (e.g. learning, evoljtigdsorio 2005; Heinen 2006a,
2006d]. One of the most valued attributes in tlyset of environments is that it is
possible “to populate” the virtual environment witéveral autonomous agents, creating
multi-agents systems [Weiss 1999] and crowd systidhusse 2001]. The presence of
multiple agents in a virtual environment, that exspan adequate social behaviour, is an
interesting way to increase realism in VR environteeNote that each agent, besides
their elementary behaviors, could also have meshato communicate, to cooperate
and to coordinate their individual and collectigequp) behaviours.

The Figure 1I-1, presented in the next page, sh@awgomplete scheme
structuring the features, attributes and functibiesl of each one of those four levels of
abstraction above described in this section. Inrvg sections, some tools, concepts
and application examples will be presented, dematnsty how important is to improve
the realism in VR environments by adding these feawels of abstraction: VR
visualization, VR physical, VR Behavioural e VR Qdge.

In the next section (lll) will be described somelsothat can help and support
the implementation and simulation of physical betars (VR physical).
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From Simple VR Visualization Tools to Realistic \Bfmulation Tools

Vi sual i zati on Geonetry Static Cbjects

[ 3D Meshes] Ani mat ed Obj ects (Key- Frane)
Si mul ati on Physi cs Ri gi d Body (Physically based)
of Mdtion [ 3D Obj ect s] Ki nemati cs (Mvenent)

Collision (Solid Objects)

Col l'i si on Response

Articul ati ons

Particles (Fire, Snoke, Water)

Springs (Mass-spring Systens)

Def or mabl e Obj ects (Cloths,

El astic, Fluids)

External Forces: Interaction
Interacti on Ghj ect x (bject
Interacti on Camera x (bj ect
Interacti on User x Cbj ect
Interactive Control

Si nul ati on Artificial Agents Control
of Behavi or Intelligence Scripts
"Sinple Al." Finite State Automata (FSA)
Behavi or Perception (Sensorial)
[ Agent s] Action (Mtor)
[ Charact ers] Control : Reactive

Control: Deliberative

Control: Modular / Hybrid
Menory, Beliefs, Intentions,...
Bi omechani cs

Si npl e Aut ononous Agents

Si mul ati on Artificial Know edge
of Intelligent Intelligence Reasoni ng
Behavi or "Advanced A.1." Cogni tion
Cogni tive Communi cat i on
[ Aut onomous Agents] | Cooperation
[Mul ti- Agent s] Coor di nati on
Adapt ati on: Lear ning,
Optim zation, Evolution
Robust Aut ononbus Agents

Figure 1l-1: Models and Components of a Virtual Redity Environment
applied into Realistic Simulations
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III. Physics Simulation Tools

In this section we will describe some tools that ba used in order to implement and to
give support to the simulations in the physicaleleef VR environments (real-time
simulation). The main goals of these tools areffer @n “easy-to-use” framework which
we can be used to simulate realistic physical behsin 3D virtual environments.

The physical simulation tools and frameworks usuahould include models
that implement [Bourg 2002, Watt 2001, Osher 2002dkiw 2006]: () Kinematics
Simulation: allows to apply forces over objects arder to generate motion and
trajectories, acceleration, deceleration, alwaysiscering the laws of energy
conservation, and also gravity, friction, collistoand reaction to collisions (see section
[I-2). Some tools can also provide simple steemmodels, which can be specific to
simulate vehicles like wheeled cars, aircraftskets and projectiles, boats and ships;
(i) Articulated Rigid Bodies Simulation, like and &en or an robotic armijiii)
Dynamic Simulation of Deformable Objects: allowsé&pply forces over deformable
and elastic objects, using techniques like finlEyeents simulation (or fast optimized
approximations of this model) and coupled massagpsiystems;i¥) Fluid simulation
and Particle Systems: allows to simulate the icté&va of complex elements, like fire,
smoke, clouds and liquids, with the elements prtaisethe environment.

There are several function libraries, APIs (Appiima programming interface),
SDK (Software development kit) and Physics Engimsed to simulate physical
behaviours in real-time. These software packagesvary useful in computer games
development and also to implement VR applicatibmshis section we chose to present
three widely adopted software packages: OpenSieeary, ODE (Open Dynamics
Engine) and AGEIA PhysX (Integrated Hardware anditv&oe solution). The ODE
Engine was also used in our research applicatiessribed in section VI.

ITI-1. OpenSteer

OpenSte€er[Reynolds 2006, 1999; OpenSteer 2006] is a C+rarlipto help construct
steering behaviors for autonomous characters inegananimations and virtual
environments. In addition to the library, OpenStgepvides an OpenGL-based
application called OpenSteerDemo which displaysdeiieed demonstrations of
steering behaviors. The user can quickly prototymjalize, annotate and debug new
steering behaviors by writing a plug-in for Opergsixemo.

OpenSteer provides a toolkit of steering behavidefined in terms of an
abstract mobile agent called a "vehicle." Sampleecis provided, including a simple
vehicle implementation and examples of combiningipe steering behaviors to
produce more complex behavior. OpenSteer's clasaes been designed to flexibly
integrate with existing game engines by either rigngeor inheritance.

% OpenSteer - http://opensteer.sourceforge.net/
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This toolkit can be used together with virtual fgal environments
implementations. Although the physical simulatioe guite simple and very limited
(Fig. 1lI-1), this tool also provides some behavmusimulations of the next level (VR
Behavioural), allowing to implement simulated boftlscking - bird like objects), with
interesting multi-agent coordinated group behawsour

flee path

flee steering seek path

desired

velocity desired
iflee) velocity
iseek) target

Figure 1lI-1: Seek and Flee Behaviour in OpenSteefReynolds 1999]

ITII-2. Open Dynamics Engine (ODE)

The ODE (Open Dynamics Engine) [ODE 2006] is a ftieary for simulating
articulated rigid body dynamics, developed by RlisSenith [Smith 2006, ODEWiki
2006]. An articulated structure is created whendrigodies of various shapes are
connected together with joints of various kinds.EDB designed for use in interactive
or real-time simulation. It is particularly good rfsimulating moving objects in
changeable virtual reality environments, becauseisitfast, robust and stable.
Additionally, the user has complete freedom to geate structure of the system even
while the simulation is running. ODE uses a higstigble, first order integrator, so that
the simulation errors should not grow out of cohtfithe physical meaning of this is
that the simulated system should not “explodenioreason.

The simulation is based on a method where the msabf motion are derived
from a Lagrange multiplier velocity based model [¥/2003]. ODE has hard contacts,
which means that a special non-penetration constraiused whenever two bodies
collide. Another, in simulators widely used methasl,virtual springs to represent
contacts. ODE has a built-in collision detectiorsteyn with sphere, box, capped
cylinder and plane as the collision primitives. @tfeatures of ODE are arbitrary mass
distribution of the rigid bodies, and a contaatfiin model based on the Dantzig LCP
solver described by [Baraff 1997].
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The joint types implemented in ODE are ball-andkstchinge, hinge-2, fixed,
prismatic slider and angular motor. The hinge-tjos the same as two hinges
connected in series, with different hinge axes. O library has a native C interface
(even though ODE is mostly written in C++) and fadain specific optimizations.

A typical simulation will proceed like this [Wol2003]:

Create a dynamics world.
Create bodies in the dynamics world.
Set the state (position etc) of all bodies.
Create joints in the dynamics world.
Attach the joints to the bodies.
Set the parameters of all joints.
Create a collision world and collision geometryeaitg, as necessary.
Create a joint group to hold the contact joints.
Loop:
a. Apply forces to the bodies as necessary.
b. Adjust the joint parameters as necessary.
c. Call collision detection.
d. Create a contact joint for every collision poimdaput it in the contact
joint group.
e. Take a simulation step.
f. Remove all joints in the contact joint group.
10. Destroy the dynamics and collision worlds.

©CoNOALONE

From the physic's point of view, an articulated ypagisimply an assembly of many
rigid bodies connected together with some jointctEone of these bodies can interact
with its neighbours (collision is also avoided)foace or a torque applied on one body
will also affect its connected neighbours, andtel bodies must be able to bounce into
each other. Finally all the bodies have to be &fitdy a force of gravitation. This
guarantees that when no forces are applied oveartiwilated body it will fall down,
and, according to the forces applied into the chifié elements and articulations
(motors), we can avoid the collapse of the artimdaody, controlling its global state
and position. In others words, using this toolitoudate articulated rigid body dynamics
will guarantee a more realistic physical behaviour.

One can easily imagine that creating such a toalhiage project in itself. Hopefully
we can count on tools like that, since there arenymigelds in which rigid body
simulations are required. Virtual Reality enviromtee can embed physically based
simulations of objects and forces applied to tham very easy way: we create virtual
objects duplicated in the ODE space and in the pé&ts. We start applying forces to
the objects, passing this information to the ODEcsp then ODE will integrate all the
numerical data an generate new positions and atiens of each object. Using the
updated information of the positions and orientaiof each object we now can update
the state in the VR space. The physics laws arbegpip the ODE space (e.g. collision,
kinematics, friction, gravity, etc) to the objecss the visualization tools needs only to
focus the attention to the graphical exhibitiorthaf objects (e.g. textures, lights, shades,
etc).
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The above text described the main features includedDE. In order to have a
more complete description about this tool, we prekere a more accurate definition of
the two main concepts available in ODE: The bodies the joints.

III-2-1. The Bodies

As explained in ODE's manual, a rigid body hasftitlewing properties:

* A position vector that correspond to the body geeaf mass;

* A Linear velocity;

* An orientation of a body;

* An angular velocity vector, which describes how thentation changes over
time.

The previous properties are changing over time olthers are usually constant over
time:

* The mass of the body;

* The position of the center of mass (relative tolibdy);

* An inertia matrix that describes how the body's sniasdistributed around the
center of mass.

These properties allow simulating objects motiothi virtual world.

III-2-2. The Joints

The rigid bodies described in the previous sectiam be connected together by a large
variety of joints, like the ball and socket joitite hinge joint or the universal joint. The
Figure 1lI-2 shows some of the joints availabl®ODE. The connection between objects
is “respected” (maintained) in the simulations, we can easily create articulated
bodies, like walking creatures (e.g human charaaterlso animals), as well as, create
complex articulated machines (e.g. cranes, bulidoaed robotic arms). The simulation
of the articulated bodies is very simple, since OBarantees to avoid collision
(interpenetration) and also can establish operalidnits to the articulations.

Figure 11I-2: Some of the joints available in ODE

ITI-3. AGEIA PhysX
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The AGEIA PhysX processb(PPU — Physics Processing Unit) [PhysX 2006] & th
critical hardware element required for optimizedysibs simulation and is the third
engine (see Fig. 1lI-3) of the Computer Graphicsl afirtual Reality Triangle (or
“Gamming Power Triangle”), which will improve restin in 3D immersive application.

THIME % ORCHESTRATE

MOVE & IMTERACT REHDEFR & DIZFLAY

Figure 111-3: Computer Graphics and Virtual Reality Triangle [AGEIA 2006]

Delivering physics in simulations is no easy tallls an extremely compute-
intensive environment based on a unique set of iphyalgorithms that require
tremendous amounts of mathematical and logicaluétions supported by massive
memory bandwidth. Thus, it may be used the AGEIAsXhprocessor: a specialized
accelerator dedicated solely to delivering rich iensive physical simulation
environments with features such as [AGEIA 2006]:

« Complex rigid body object physics system: dynanaiog collision detection

» Joints and springs. Characters with complex, joirgeometries for more life-
like motion and interaction

* Volumetric fluid creation and simulation

* Cloth that drapes and tears the way you would éxptx

* Smart particles. Dense smoke and fog that billoaunad objects in motion.
Explosions that cause dust and collateral debris

A way to get real physics with the scale, sophasian, fidelity and level of
interactivity is with the AGEIA PhysX processor [&BA 2006], which was developed
to accelerate the highly specialized physically ebdassimulations. The PhysX
functionalities are accessible through the PhysX. Afe Figure IlI-4 shows some
screenshots of the AGEIA PhysX effects.

e oy *"4.“ :
PhysX effect [AGEIA 200

* AGEIA PhysX - http://www.ageia.com/physx/
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IT11-4. Deformable Objects and Particle Systems

The modelling of natural phenomena such as watdr fme for computer graphics

applications remains a major challenge. The coniyleof the motion exhibited by

these phenomena defies the ability of animatoned#tistically animate by hand. The
ever increasing use of computer animation in featilms to create photorealistic
effects in their own right and to supplement pcadtelements previously filmed have
motivated researchers in computer graphics (CG) ei@mmine the extensive
computational fluid dynamics (CFD) literature fdgarithms which can be adapted for
use in an animation environment [Enright 2002].

An important criteria for the use of such algorithis the ability to robustly
model fully three dimensional effects on the coam@putational grids commonly used
in a CG environment. Early research [Fedkiw 200dstér 2001, Nguyen 2002, ] has
shown promise that when appropriate CFD algoritlmescoupled with the Level Set
related methods [Osher 2002], the long sought ajtal of the CG community of
photorealistic fire and water behavior can be adt@i The Figures IlI-5 to 1lI-7 shows
some examples of deformable objects, particle systnd fluids simulation created at
the Stanford Computer Graphics Laboratory [Fedkd0&].

Figure 111-5: Examples of Complex Deformable Objecs [Fedkiw 2006]

Figure 111-6: Examples of Complex Particle SystemgFedkiw 2006]

Figure 111-7: Examples of Fluids Simulation [Fedkiw 206]

The main problem with these complex dynamical satiohs are that usually they are
not possible to obtain in real-time or integrate® ian interactive VR environment.
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IV. Intelligent Behaviour

Virtual environments can be populated with sevditiérent animated elements, when
these components are animated virtual characteraghs, animals or even intelligent
objects) with a specific behaviour, they usually ealled “virtual agents”, or in games
terminology, they are called NPCs (Non-Player Ctimra). The definition of what is a
“virtual agent” or what is an “intelligent behavidus complex, but usually there is a
consensus related to some important propertiesthieadgentsnust havethe capacity
to perceivethe environment (input) and the capacityt in this environment (output).
Some agents can perceive-and-act directly and ©tten reason about the perceived
situation, plan, decide and then act. Another irtgrdgrproperty of the agents is their
autonomy, since agents usually should be able to act witlroaontinuous external
control. In this section we will introduce some cepts about agents, behaviour and
autonomous intelligent behaviour, according to [@s2005].

From a more general point of view, Intelligent Agerapproach has been
broadly investigated and applied into several amdahie Computer Science, such as
Artificial Intelligence (Al), Computer Networks (OQN Information Systems (IT) and
Computer Graphics and Virtual Reality (CG/VR). Aseoof the central approaches
studied in the modern Al, quickly it was adoptedbther areas. This interdisciplinary
characteristic reflects the current state of tleeaech in this field, where there is no
single and “perfect” definition or even a commoms about what is an agent and
which are its main properties and desired abilitieach research group has its own
definition of an Intelligent Agent according withetir objectives and applications, even
if some points of these different definitions aremenon: Goodwin (1994); Maes
(1994); Hayes-Roth (1995); Russell and Norvig ()99&o0oldridge and Jennings
(1995); Franklin and Graesser (1996); Tecuci (1998)

In VREs (Virtual Reality Environments), agent basggproaches are largely
explored, and they are becoming one of the ceptegks of such applications. Some of
the main definitions for the “agent” term are présd in the next section, its properties
and classifications, its modelling and implemenptatmethodologies, as well as the
main agent control architectures.

IV-1. Agents: Definitions and Properties

Russell and Norvig (1995) define an agent as a&systapable tperceiveinformation
from the environment through sensors, andeiact through actuators. According to
Tecuci (1998), an agent is a knowledge based sy#tamperceives the environment
where it is immerse (e.g. virtual world objectshertagents and also the user actions);
reason in order to interpret perceptions; solveblgmas and determine actions; and
finally acts over the environment elements in ordeaccomplish a group of tasks for
which it was designated. As defined by Garcia atirBan (2003), Intelligent Agents
are computational characters that act followingrgpg directly or indirectly defined by
a user. According to Wooldridge and Jennings (198&)y possess certain fundamental
properties, likeautonomy (they can operate without human direct intervento from
the other agents, and they have some control abheutown actions)social ability
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(they interact with other agents — humans/avatarsomputational agents - or interact
with the environment elements, depending of thegessity to solve problems, or even
to help other agentsjeactivity (they perceive the environment and they reach&o t
modifications on it);proactive (they can exhibit a behavior driven by goals, mgki
decisions and actions when they judge appropridte)the virtual agents context,
especially virtual humans, Thalmann and Thalmar894} indicate certain properties
that should be considered in the agents' modeliabaviour (the way the agent acts in
the environment);perception (the agent observations, obtained from “physical”
sensors)memory (represents the recovery process of what it washézl, especially
based on associative mechanismeinotion (defined as an effective aspect of
conscience, a feeling stategpnscience(state that characterizes sensations, emotions
and desires); anéteedom (characterized by the absence of restrictionshen dgent
choices or actions).

IV-1-1. Perception

So as to act in the environment, a virtual agemiukh perceive it: this perception
includes the interaction between an agent andrhisa@ment (objects), the agent and
the user of the system, and also between the agehthe other virtual agents. The
perceived objects by the agent can be static ab{eag. walls, furniture, obstacles, etc),
other agents (static or moving agents), and dynaimstacles (moving objects, like cars
and doors), where the moving obstacles can begtabde (they move using predefined
routes) or not. The mechanisms used to implementittual perception may vary, and
include techniques like: line-of-sight (intersectiavithin the agents’ visual field,
usually represented by a line, and a target objectjtact detection (based on collisions
and “bumper sensors”); measures obtained by distmensors (like a sonar or an
infrared sensor); alarms activated when enterirg fiblds of action of some other
object or agent; up to more complex biologicallgpimed models of vision, touch and
auditory systems. Many of those perception teclesgand sensors are simulated
versions of some methods and sensors used in madfiletics [Dudek 2000]. The
agents can also memorize their perceptions andtavainpdated a symbolic model of
the environment (map), from which they can reasuh@an actions.

IV-1-2. Action and Behaviour

From a more general point of view, the actions weiraal agent are directly related to
its movements and physical interaction with theeotkirtual world elements. The
complexity of this action varies according to theplsistication of the activities
performed in the environment, and the possible@até®ns with objects, other agents or
users of the system. It is important to highlidfattin the animation context (geometry),
the term behaviour differs from the adopted inAlngficial Intelligence (Al) domain. In
Computer Graphics, this term usually refers onlg faredefined animation, while in Al
it involves mainly the occurrence of events in #revironment that lead to a specific
reaction (reactive behaviour).

In general, computer animation techniques invavpredefined repertoire of
animations, which is applicable when the agenbastare repetitive, or in other words,
when the agent doesn’t needs to have an autonocmoi®l. According to Aylett and
Luck (2000), considering that the virtual agentgeha realistic corporal structure, is an
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important aspect to provide an autonomous contnoik,owith the agent's movements
determined by internal activations and not onlyaa®sult of an external animation of
their corporal surface. In this context, the vittagent's physical actions involve not
only geometric structure calculations for the artiorm but also a high level

autonomous control, associated to the semantictheofactions in the environment.
This approach is adopted by several behaviourahaion researchers (Reynolds,
1987; Terzopoulos et al. 1994). According to Pa(@002), the behavioural animation
consists of modelling elements that obey certairab®ur rules.

One of the first works in this area of behaviowaaimation was from Reynolds
(1987), which simulated the behavior of virtualdsir(“boids”), as described in section
[1I-1. According to this author, complex movementn be modeled starting from a
group of simple rules, associated to each agerh $1$ maintaining a minimum
distance from obstacles and a certain movementdspieellowing this approach,
Terzopoulos et al. (1994, 1999) presented the sitionl of virtual fish groups, where
each fish is endowed with perception (artificiadion), locomotion control (based on a
mass-springystem used to propel the fish in the water) aritl behaviors (based on a
group of parameters, such as hunger degree andtpredear).

We can also cite other specific approach basdgebavioural animation, which
is also based on physical models, used in the lainal simulation of virtual humans'
groups in emergency situations, proposed by Braah é2003). This approach is based
on a model that considers individuals' characiesish emergent groups, consisting of a
generalization of the physical model of crowds dation proposed by Helbing (2000).

Concluding, as discussed above, virtual agentsllyswill need a complex
control of their actions (including characters aaiion), that should consider the
environment perception/interaction and also thbjectives. This imposes the necessity
to define a strategy and/or control architectuihat will be responsible for the agent's
actions control. This control architecture will @lde responsible for monitoring
external events that happen in the environmentcandaffect the agent decisions and
actions. Some classical autonomous and semi-autmm®@agent control architectures
are discussed in the next section.

IV-2. Control Architectures

An agent’s architecture is a methodology adopted thee implementation of the
cognition and decision process of this agent. Tahothis architecture, it is specified
how an agent behaves during the interaction wighethvironment and how he acts in
the accomplishment of his tasks. From an Al pertsgeahe agent control architectures
can be classified in:_reactivatdeliberative and _modular or hybridin the following
sections, these architectures are presented.

Reactive Architecture. The control architecture is denominated reactivenon-
deliberative when the choice of the action to becexed is related strictly and directly
with the occurrence of events in the environmanthls architecture, the agent's actions
control is accomplished based on behaviours of peeeeption-action (or stimulus-
response). The agent acts almost immediately tonthvent he perceives some special
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“sign” coming from the environment, and his actowd be based only in this
information provided by his perceptive sensors.

In this type of control architecture there is npleit knowledge representation
about the environment. The agents' knowledge ipltoit” and it is manifested through
their reactive behaviours. This can restrict therdlg autonomy and his capacity to
learn and to improve the way he acts and behavasth&r outstanding characteristic of
this architecture is the absence of past actiomaong resulting on the fact that the last
actions doesn't influence directly to the nextacdi

These agents based on a reactive architectudeamminated reactive agents or
non-deliberative agents, and they don't possesh lagel reasoning or planning
capacity. Because that, they are considered singpigties than the cognitive agents.
They are simple agents based on simple behaviowmith, their actions defined
according to the current state of the environmentmore specifically, according to
their perception (sensorial input) of the environmetate. In order words, events
originated in the environment can fire agent action

As examples of this kind of reactive agents, Itléds proposed by Reynolds
[Reynolds 1999] present some simple reactive belasj which can be combined (see
bellow Hybrid and Modular Architecture) to obtairore complex behaviours. We can
also cite some simple (autonomous) robots that tadoptrollers based on a reactive
architecture [Medeiros 1998, Brooks 1991]. Thed®t® possess a certain number of
sensors that allow them to perceive the environyreemti using this information they
can activate their motors executing an action & eénvironment. Whenever a sensor
detects an obstacle in the robot trajectory, therobarchitecture will generate an order
to change the robot's movement direction or to #tophis is the typical example of a
"perceive- action” situation. In some situationstual autonomous agents can act like
reactive robots, exploring the environment and ding obstacles.

Deliberative Architecture. The control architecture is denominated cognitive
deliberative when the choice of one action to becated by the agent is obtained from
a symbolic model of the environment in conjunctieith a plan of actions used to
achieve a goal. This architecture is based on #rergtion of a sequence of actions
(plan) that are executed in order to reach a Spesfifective. These actions are based on
the knowledge and some hypotheses the agent pessaissut the environment, the
other agents and the way he needs to act to achisveain goal. In order to do that, an
explicit knowledge representation of the environtmemaintained, as well as the agent
can keep in his memory a list of the last execatgbns.

However, the deliberative architecture is typigallnable to act fast and
appropriately when faced to unexpected situatitihadopts the hypothesis that the
world state remain static while the agent is exeguhis actions or processing some
information to deliberate about the next actions.tle other hand, those architectures
can explicitly represent goals and environment dessons (e.g. environment map),
being able to reason, plan, act and even to leatapt the internal knowledge base of
the agent).
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The agents based on a deliberative architectueedanominated, cognitive
agents or deliberative agents, and they reasordeaidle about which objectives they
should reach, what plans they should proceed amchvetttions should be executed in a
certain moment. In this way, a deliberative agetcates an “intelligent action” when,
possessing a certain objective and the necessawlddge indicating that a certain
action can conduct him to the accomplishment of gual, he selects and executes this
action.

The deliberative agents act based on their knayeledecause they have a
knowledge base and high level reasoning skills. dgent knowledge base is directly
related to the application domain and it is aldateel to the specific kind of interactions
exist between the agents and the environment. 8elilve agents can also plan future
actions based on the memory of past actions amohgaished tasks. So, deliberative
virtual agents can represent in their memory inftiom like: maps of the environment,
specific predefined paths in the environment, piidd plans of actions used to
accomplish specific tasks; but they can also reasarder to: establish a new route
from one position to another one in the environmanswer a specific user question,
find a solution for a specific posed problem.

As examples of this kind of deliberative agents,hage the agents that use A*
(AStar) algorithm to previously determine a tragegt planning [DeLoura 2000] or
predefined behavioural scripts and rules [Osori@5200r even BDI (Belief-Desire-
Intention) architectures [Osorio 2005] with no ered inputs (no perception). The
deliberative architecture is largely adopted toted™NPCs (Non Player Characters) in
computer games, but usually some kind of percepisi@so necessary.

Modular, Hierarchical or Hybrid Architecture . The control architecture is
denominated hybrid when the choice of one acti@cec®mplished using a combination
amongst the techniques used in deliberative anctiveaarchitectures [Dudek, 2000].
This architecture was proposed as an alternativ@blee the main deficiencies of the
two previously described architectures. The agemtetd on a pure deliberative
architecture is typically unable to react fast apgpropriately when faced to new and
unexpected situations. The agent based on a pactive architecture is unable to
discover new alternatives and execute complex tds&s are different from those
accomplished by its initial objectives and behakj@s he doesn't possess reasoning and
planning abilities.

The main objective of a hybrid architecture idbtold an agent including at least
two subsystems: a deliberative system, that casmtaisymbolic model of the world,
used in planning and decision making, and a reacistem, that is able to react to
unexpected events that can happen in the enviranmbe hybrid agents are usually
designed using a hierarchical architecture. Thee&iwlevel in the hierarchy is
represented by the reactive system and it is ugedcquire information (and react
immediately if needed) from the environment, frone tother agents or from other
sources. The deliberative components, responsdrleplanning, goals determination
and high level reasoning, are used in the higlestld of the hierarchy. So, hybrid
virtual agents can plan, and execute tasks and-edst to different kind of situations.
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IV-3. Multi-Agents Systems

Some constraints and specific behaviour simulagohniques arise when we deal with
multi-agents systems (MAS) and crowds of virtuadragaters, which are different from
the modelling of virtual environment with no poptida at all, or populated with
creatures that only act individually. Indeed, thaere different types of techniques to be
adopted depending on the different applicationsstkf all, the requirements for each
MAS application are dependent on the nature ofiegjidn. We use a classification of
crowd application based on different purposes: iEaitenent, Crowd Motion
Simulation, Populated Collaborative Virtual Envinoents and Behavioural Modelling
of Crowds [Osorio 2005]. These aspects are disdusseore details in [Osorio 2005],
and also some important discussions about MAS bhetss (e.g. communication,
cooperation — task sharing and planning, coordinqi@re addressed in [Weiss 1999].

In this text we will focus our attention to the la@loural modelling of crowds
and the implementation of simulated crowds of agjefts a simple example of this kind
of collective behaviour of crowds of agents, RewsdReynolds 1987, 1999] described
a distributed behaviour model for simulatifhgcks of birdsformed by actors endowed
with perception skills. In fact, the birds (oboids’) maintain proper position and
orientation within the flock by balancing their @esto avoid collisions with
neighbours, to match the velocity of neighbours emdiove towards the center of the
flock. Reynolds’s work shows real-time realisticimation of groups by applying
simple local rules within the flock structure.

Musse & Thalmann [Musse 2001] propos€étCrowd: a model to describe
crowd behaviours allowing the virtual agents t@ratt among them as well as with the
Virtual Environment. ViCrowd's goal is to simulagroups of autonomous agents
endowed with different levels of autonomy. This ralbd based on a hierarchical model
to describe crowds with different levels of contrisbm guided to autonomous ones
[Musse 2001]. The behaviour of crowds is basedutesrdealing with the information
contained in the groups of individuals.

A. Braun et al. [Braun 2005] also proposed a mealsimulate virtual crowds in
emergency situations, which was initially based pdiysics and socio-psychological
forces in order to describe the human crowd belavio panic situations. This model
also integrates the individual characteristics dagends on the group structure (since
agents can be part of a social group and assoc¢@igd

When more complex environments are adopted andrthed behaviours are
multiple and directly related to the different ewviment configurations, more
sophisticated models of knowledge representati@hraanipulation are required. One
example of this approach was proposed by D. Paiah fPaiva 2005, 2005a], where an
ontology is used in order to model the virtual @omment, and also to direct the agents
behaviours. This work will be described in moreailstin the next section and in the
section VI-2 (practical applications) of this text.
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V. Ontology-based VR Simulation

This section describes a virtual environment, whisles high level knowledge
and reasoning capabilities, using ontology-based siRulations. The agents
could have different behaviours, since they caisaoeaased on the knowledge
they have about the world where they are inserted.

The VR environments that make use of knowledgeessmtation models (e.g.
ontology, informed environments) [Paiva 2005, Fard®99] to describe the
agents (e.g. emotional states, personality, pelgwodile) and the environment
(e.g. special places, functioning rules, place if@pfallow us to obtain more
complex and interesting behaviours in a multi-ageygtem. It is important to
preserve the agents’ individuality, in order torg@se the simulation realism, but
at the same time we need to manage complex scenesimposed by a great
number of agents. So, in a complex MAS environmiet,use of knowledge and
automatic reasoning tools can make possible toraband generate complex
collective and individual behaviours.

For example, we can add information about the enumirent describing the
opening hours of a store, or the security measasssciated to some flammable
liquids (e.g. do not smoke nearby this objectspmvoke sparks). On the other
hand, the agents can also use this knowledge esoatte able to decide where to
go and how to act. In the above example, dependlitige store is now open or
closed, the agent will change his actions accorttinghe present status of the
environment (change the present destination),sar, @ the agent wants to avoid
some danger and needs to go to a place where daheme flammable liquids,
the first action to be executed should be to exiisty his cigarette. This example
explains some possible applications of the higlellegasoning, when associated
to an informed VR environment.

In the next section we describe an example of eaiptin that makes use of an
ontology-based VR simulation: Crowd Simulation iarkhal Life Situations.

V-1. Using Ontology for Crowd Simulation in Normal Life Situations

Research on behavioral modeling has mainly focusedspects of virtual
human control in order to realistically populatetwal environments (VEs). Well
known applications that require virtual populatiare games development and
simulation of urban environments. Some of the wiorkhe area [Braun, 2003;
Barros, 2004; Musse 2001] have as focus crowd sitioml during hazardous
events. Other approach is to deal with “normalave” of virtual people that
occurs before such events in different momentsoomal life. The goal of this
section is to present UEM — A Urban Environment ModPaiva 2005], where
knowledge and semantic information needed to te=liy/ populate VEs is
described by using an ontology that is associaiespace and time of simulation,
functionalities and normal occupation of space, &fus is a novel approach
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through which a large number of virtual humans papulate a urban space by
considering normal life situations. Using this mibdee semantic is included in

the virtual space considering normal life actiomsoading to different agent

profiles distributed in time and space. For ins@rehildren going to the school
and adults going to work at usual times. Leisur@ slmopping activities are also
considered. Agent profiles and their actions ase described using UEM.

Previous work has presented different ways for rodintg virtual humans in
order to improve their ability to evolve in an awmtonous way in a virtual
environment (not necessarily an urban environme3gyeral authors agree with
the concept of autonomous or "intelligent” agenguieements: autonomous
behavior, action, perception, memory, reasonin@rnieg and self-control
[Bordeux, 1999 ; Chaves, 1997 ; Meyer, 1994 ; Wodgk, 25]. Also, several
methods have been developed in order to model amtous agents: L-systems
[Luigi, 1990 ; Noser, 1996 ; Smith, 1990], visiogstkems [Marr, 1982]; rule-
based systems [Girard, 1990]; learning methods [§mM&94 ; Sutton, 1984],
evolution [Luigi,1990], etc. Specifically concergiiVEs, methods for building
informed virtual scenes focused on urban contexe teeen discussed [Donikian,
1995 ; Donikian, 1999 ; Farenc, 1999 ; Thomas, 20D8omas, 2000b]. Donikian
[1997] has studied the animation and simulatioawbnomous vehicles in urban
environments. Farenc [2000] described a databasdelmon framework to
simulate virtual humans. In these previous worlknadl as in other approaches
on the domain [Kallmann, 2001 ; Musse, 1999],rfan goal is to remove part
of the complexity regarding some complex tasks @gseed by the agent and to
transfer this information to the VE. As a consegeer virtual agent can "ask” to
the VE the position of a specific place, the bealywo go to a position, the
semantic of a place or a path, or other needednr#tion to provide the agents’
evolution in the virtual environment.

In UEM, the agents are created on the basis ofreolagy, which includes
information of population profiles as well as infoation about the urban
environment, in a way the knowledge about the gdmaodel of the VE can be
respresented and used as a basis to the simulBgople (virtual agents) can be
created based on statistical data, if it is avélabut also, fictitious information
can be used. Agents move and behave in the ufgaacdcording to the time that
are related to their usual activities, as descrilmethe ontologies. In this way,
people move during “normal life” in a more realisivay, without a “random
aspect”, which is common in major part of relatedrkv For instance, at 10:00
AM, if a user wants to check what is happeningh@ school, he or she will be
able to see the students inside of it. Why is msilarity to the normal life is
important in a simulation? For crowd simulationpiainic situations, the location
and the action people are doing when the hazareeerst occurs is very decisive
to determine the perception and response of pe8pgleonsidering this aspect,
the simulation can be much more realistic. For gdanaction response of people
during the day or night can be different, and it b@ simulated if we are able to
model the normal life of people.
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Besides presenting the details of the model, wegnteits integration into a
crowd simulator whose main goal is to provide stadliand coherent population
behavior into urban environments. The results st urban environments can
be populated in a more realistic way by using UEgcaping from the normal
impression we have in such kind of system thausirpeople are walking in a
random way by predefined paths in the virtual spatéhe sequence, we describe
the ontology associated to the virtual environment.

V-2. UEM - Urban Environment Model

UEM was built as an ontology using the ontologyt@diProtégé2000
(http://protege.stanford.edu/). Ontologies are iekpkpecifications of concepts
related to a knowledge domain. Their use allows ititeroperability among
different systems and they can help the integratiodifferent aspects in various
kind of simulation systems. In our case it is a pdul tool for describing the
environment and the crowd to be simulated, allowing specification of the
activity of urban environments to be done in a sginally organized way.

This means that the organization of the data iardie the user and it can be
easily adapted and expanded. Figure V-1 preseatbakic model. Tables 1 to 4
show the main attributes for some of the componefitise environment.

iza
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Componernts of the ervrironm ent| Tea Tea

+a Has profile | Agent

isa Frofile

isa isa/ Tisa‘k
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&

Fired destination

v Has dim ension

158 Place

al

Schedules " Has schedule of functioning
isa ﬁ i:kvk

Comerce || Leisure| |House || Closrch | | Work

Figure V-1: Environment Ontology

Below we give an overview of the model, its maimpmnents, attributes defined
in parenthesis () and subclasses in brackets [ ]:

Agent(has profile)
A specific profile is assigned to each agent.

Profile (fixed destination, random destination)
[employed and unemployed adult, child, dependent]
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Each profile will define their main activities, vadii corresponds to their usual
(fixed) and eventual (random) destinations at aetienes in the environment.

Place(has name, has capacity, has dimension, has
schedule of functioning)
[leisure, house, commerce, church, work place]

Place refers to the agent destination accordinghér profiles. Places have
capacity (number of allowed agents), and relatiwits schedule and dimension,
the classes listed below.

Scheduldopening time, closing time, time of
permanence, entering interval)

Dimension(coordinates X, Y, size)

Profile

Mame_of_the_profile ‘ S5tring

Identifier_of_the_profile ‘ Integer

Fixed_destination ‘ Instance ‘ Place

Random_destination |In5tance* ‘Place

Table 1: Profile properties

Schedules
Opening_time ‘String
Closing_time ‘String

ﬂverage_time_oF_permanence‘String

Entering_time_interval‘ String

Table 2: Schedule properties

Dimension
Y Integer
X Integer
Tamanrho_Y Integer
Tamanho_¥ Integer

Table 3: Dimension properties
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Place
Name_of_the_place | String
Capacity ‘ Integer
Identifier ‘ Integer
Has_dimension | Instance | Dimension
Has_schedule_of_functioning ‘Instance ‘Schedules

Table 4: Place properties

On the basis of this model, the activity of the plagon of the environment is
defined. Children, for instance, will have as tHeied destination the school at a
certain time with a determined time of permaneratepther times, they have
random destinations in the environment. Beside&d@n, the current model
includes employed adults with fixed and randomidatbn, unemployed adults
with random destinations only, and dependentsahgtmove when accompanied
by an adult. By modeling the environment on theibaf this model we can
generate a simulation that reflects more realifyiche population activity in the
environment. In the following section (VI-2) we debe in detaill UEM’s
implementation and its application on a real modieevironment.
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VI. Practical Applications

In this section we describe two main different gj@é VR applications. The first
one is related to the implementation of autonomobsts (SEVA and LegGen),
which include the simulation of physical behaviousnematics, collision,
sensorial perception and action in the SEVA Sinmujagnd articulated bodies
affected by forces, gravity, friction and collision the LegGen Simulator) and
also the behavioural/cognitive control of thesenagjeusing a hybrid architeture
(SEVA) and evolutive strategies (LegGen). The LegGenulation environment
uses the ODE engine to implement the physics bsisadation. The second type
of VR application describes an ontology-based VRusation (UEM), which
implements high-level knowledge representation aedsoning for crowd
simulation in normal life situations.

VI-1. Autonomous Robots

The VR simulation of autonomous robots is very imat, since through the use
of a realistic physical simulation tool, is possildd validate and test the design of
different configurations of robotic platforms. Irhet case of the whelled
autonomous robots, the physical properties of tiveual world should be
correctly modeled, so the simulated sensors of rtffeots should correctly
perceive the environment (e.g. edges, bumps) asetlesensors, and also the
modeled vehicle kinematics should allow a correotutation of the motor
commands, resulting in a reliable simulation of thevement of robots. On the
other hand, in the case of the legged robots, bgdltt sensors and actuators, the
gravity and friction should also be correctly cgufied in order to test the robots.
The Virtual Reality realistic simulation tools als us to prototype and test the
robots before to build the real ones, improvingdo development cycle
success.

VI-1-1. SimRob3D simulator

We implemented a robot simulator that includesatlessary resources to realize
experiments with autonomous mobile robots placed mynamic environment.
This implementation was created in order to vaéidair proposed control system.
This simulator was called SimRob3D (Mobile Roboisi8ator based on Three-
dimensional Environments) [Heinen 2002]. The maimaracteristic of this
simulator resides in the fact that it implements proposed control architecture
using a three-dimensional environment for the raog of the simulated mobile
robots. The environment structure and objects candbsigned with three-
dimensional modeling software existing in the markgutoCad, 3D Studio,
among others), once we adopted in our simulat@manton standard 3D data file
format, the "3DS". This file format allows us toegify different elements
composing the robot environment (walls, objecthtli textures), resulting in an
environment with a high level of realism if compareith other environments
used in some 2D based simulators [Heinen 2002].
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Figure VI-1: SimRob3D simulator

The simulator allows the user to place and conégobstacles, also
allowing moving them in real time during simulatiobhe obstacles can also be
pre-programmed to move in cyclical trajectoriese ”imulator possess several
sensorial and kinematics models (e.g. encoderrsorfieared and laser sensors;
Ackerman and differential kinematics), allowing theer to configure different
types of robots. The Figure VI-1 shows the SimRolsgBulator.

All the sensors and actuators interact directlyhwiite three-dimensional
environment, becoming the simulation more realisBensor and actuators are
also modeled in a realistic way, i.e. we includedheir model a gaussian error in
order to introduce input sensor errors (e.g. noés®) output control errors (e.g.
wheels sliding). These models of sensors and astigrovided to us a more
realistic and non-deterministic robot behavior.

Another important characteristic of our simulatsrits modularity. The
controller is programmed separately from other &tan functions,
implemented as a dynamic library (DLL). The corleois loaded at execution
time, and it can be implemented using any languayesen by user. As the
controller is completely separated from the robmd anvironment simulation, it
has a well defined interface to communicate withribbot. The only information
exchanged between robot controller and the othewlation modules are
basically "Get_Sensors" and "Send_Command". Socave easily replace the
simulated robot by an actual robot [Heinen 2002].
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VI-1-2. SEVA3D - Autonomous Vehicle Parking Simulator

Starting from the studies and research work deeelopy the Artificial
Intelligence Group (GIA-PIPCA) and by Autonomoushitdes Group (GPVA) at
Unisinos related to the development of applications in #rea of mobile
autonomous robots, the basis of this work weretedeflung 2005]. We should
notice particularly the initial development of tB&VA3D" system (Autonomous
Vehicles Parking Simulator in a Three-dimensiomalimnment). Our main goal
was to develop a system capable of accomplishirigalirealistic 3D simulations,
implementing a better simulation tool of autonomepasking in parallel parking
spaces. This system uses a realistic three-dimealsemvironment model with a
3D sonar sensor model, which includes noise asah sonar data. Therefore
SEVA3D is much closer to the reality, and the smtioh results will be easily
transposed to our automated Mini-Baja Buggy deedolpy the GPVA Group at
Unisinos [Kelber 2005, Jung 2005].

The control system implemented 3&EVA3D-A accomplishes the parking
of vehicles, controlling them in an autonomous wesing a finite state automaton
(FSA). The implemented system is also capable dif qut the vehicle of the
parking space to go back to the traffic lane. Theeements usingGEVA3D-A
worked in a satisfactory way, but we needed to coedrually all the rules used to
define the FSA functioning. The task of specifylR8A rules has proven to be a
difficult task, that needs a lot of a priori knodge about the system functioning,
and resulting a few robust vehicle control behainanon expected situations.

For these reasons, we decided to develop a nevioneo$ the system
SEVAZ3D, calledSEVA3D-N [Heinen 2006d, Heinen 2006c]. The vehicle parking
and pull out control iInNSEVA3D-N is accomplished using a neural network
inspired in the Jordan-net model. The main advanwigthis approach is the
automatic knowledge acquisition instead of codmainually. The neural net is
able to learn how to control the vehicle from exéaapso we just need to show
how to park and pull out the vehicle - showing howvdo it, instead of specifying
how to control it.

The SEVA3D-N Simulator possesses several improvements relatéuet
SEVA3D-A. The major advantage 8EVA3D-N is the fact that using an artificial
neural network we do not need to manually codeckelziontrol rules (FSA), once
the control system is obtained by training a neoeal We just need to show some
examples of parking and pull out maneuvers exeoutind the system will
automatically adapt the network parameters, legrienautonomously park and
pull out the vehicle. The main components of th& 88D simulator are:

* Perception Modulemeasures the distance from obstacles based @mea s
sensor simulation;

® http://www.exatec.unisinos.br/~autonom/
* http://inf.unisinos.br/~osorio/seva3d/
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» Action Module sends action commands to vehicle actuators, ekefine
direction (forward, backward), the speed (gas pedatrol) and the car
orientation (steering wheel rotation);

* Kinematics Moduleuses the Ackerman model to estimate the vehicle
trajectory, considering vehicle direction, speed sieering wheel angle;

« Control Module (Behaviour)receives sensor data from the Perception
Module and sends actions to the Vehicle Action Medusing a neural
network to control the parking and pull out maneuve

The SimRob3D simulation tools [Heinen 2002] werediso create the
virtual environment and to interface the vehiclevides with the SEVA3D
autonomous controller implementation. The virtualiebonment was modeled,
creating 3D models of the road and parked cars, asd the model of our
autonomous vehicle. The Figure VI-2 shows an in@ige virtual environment
modeled.

Fle View Controlador Help

k XY Sns Lc‘;i a GL 6

Ready KEY

Figure VI-2: SEVA3D Virtual Environment Visualizati on

The model of the vehicle used to accomplish thekipgrtask is a
reproduction of a real Mini-Baja Buggy availableour research laboratory. This
vehicle was developed by the GPVA Research GroupJrasinos. The real
vehicle was automated and now it can be contrdtl@a remote devices, like cell
phones (see available videos in the GPVA web siteg Figure VI-3(a) shows
the actual vehicle used as model of the virtuabammous vehicle (Fig. VI-3(b)).
At the present time we are working on the real eehinstrumentation, adding
sonar sensors, and a real world test is planned ssing the SEVA3D controller
to control the real vehicle.
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(a) Actual Vehicle (b) Virtual Modelof the Vehicle
Figure VI-3: Automated Mini-Baja Vehicle

VI-1-3. LegGen simulator

The LegGen simulator [Heinen 2006a, Heinen 2006b] was developed to
accomplish the gait control of simulated leggedotehn an automatic way. It was
implemented using the C++ programming languagetlaadree software libraries
ODE and GAlib. The LegGen simulator works as fokownitially the file
describing the robot is loaded, and the robot éated in the ODE environment
according to file specifications. After this, thenslator parameters are loaded,
and the Genetic Algorithm is initialized and exezhtuntil the number of
generations is reached. The evaluation of eachnaisome is realized in the
following way:

» The simulated robot is placed in the starting pmsiand orientation;

* The genome is read and the robot control FSM tadllees are set;

* The physical simulation is executed during a prieeef time (60 seconds
in our experiments);

» Fitness is calculated and returned to the GAlib;

During the simulation, if all paws of the robot Veathe ground at same time
for more than one second, the simulation of thidividual is immediately
stopped, because this robot probably fell down,taedefore it is not necessary to
continue the physical simulation until the predefirend time.

Modeled robots

According to the documentation, computational caxpy when using the ODE
library is O(N%), whereN is the amount of bodies present in the simulategisal
world. Thus, in order to maintain the simulatioresg in an acceptable rate, we
should use few and simple objects. For this reaalbthe simulated robots were
modeled with simple objects, as rectangles andaglis, and they have only the
necessary articulations to perform the gait. Thsly parts as the head and the
tail are not present in the modeled robots.

® http://www.inf.unisinos.br/~osorio/leggen/leggemh
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In order to keep our robot project simple, thetpinsed in the robots legs
just move around th& axis of the robot (the same axis of our kneeg), e
simulations just used robots walking in a straigte. In the near future, we plan
to extend our simulator to accept more complex robadels and joints. Several
robot types were developed and tested, before vieedethe final four main
models presented here, that are shown in Figur. VI-

(a) Hexal.3J (b) TetralL.31 (c) Hexal.2] (d) Tetral.2]

Figure VI-4: Robot models used in the simulations

The Table 5 shows the dimensions of the robotseters. The simulated
robots dimensions are approximately the dimensidrgssdog. The use of paws as
showed in Figures VI-4(a) and VI-4(b) models weesigned to allow a more
stable walk, mainly when dynamic stability was us@&tie robot joints have
maximum and minimum joint angle limits similar torses and dogs, but these
animals have more articulated members than thesimgxhted in our models.

Body Thigh and shin Paw
Robot T Y z T Y z T Yy z
Hexal3J | 0.80 | 0.15 | 0.30 | 0.05 ] 0.15 | 0.05 1 0.08 | 0.05 | 0.09
TetralL3] | 0.45 | 0.15 | 0.25 | 0.05 1 0.15 | 0.05 [ 0.08 | 0.05 | 0.09
Hexal2] | 0.80 | 0.15 | 0.30 | 0.05 ] 0.15 | 0.05 - - -
TetralL2] | 0.45 | 0.15 | 0.25 | 0.05 ] 0.15 | 0.05 - - -

Table 5: Dimensions of the simulated robots

VI-1-4. Final Remarks

The LegGen experimental results of several diffem@tot configurations are
presented and compared in [Heinen 2006a]. ThessiMRlations are being used
to improve the design of a real robot. The obtainesults proved to be very
helpful, allowing to compare different models ofded robots: with 4 or 6 legs,
with or without large paws, robots evaluated onlgasuring the total distance
walked and robots evaluated considering the addiod bumper sensors or
gyroscope sensors (axis instability).

The SEVA3D simulator experimental results are alsoy helpful: they
are being used to determine the optimal quantity tae ideal positions to place
sonar sensors in the vehicle. The simulator is @sg important in order to help
us to develop our research about machine leareirtgniques (SEVA3D-N) used
to implement autonomous vehicle control in parkiagks.
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VI-2. Applying Ontology to a VR environment

This section describes a practical implementatib & R simulation tool that
uses ontology for crowd simulation in normal lifeiations.

UEM
1

v

Simulation

|

2D Visualization

M .
Output files f—>| 3D Viewer

Figure VI-5: The Framework Visualization

VI-2-1. The Prototype of UEM

UEM defines the ontology of the virtual environmearid the population
configuration. The input information is processed real-time and provides
information to be visualized in 2D, as shown Figi\ite5. Moreover, generated
data is exported in a proprietary format as inmutPLAYER, which is a 3D
Viewer based on CAL 3D library [CAL3D, 2005]. Playecludes visualization
of animated 3D life-like humans.

Figure VI-6 shows a screenshot of the simulatod, 2D visualization. We can
see on the bottom-left of the image the time tsibmulated (07:00 AM). At this
time, major part of agents are at home. People théh begin to apply their
activities, as defined on the ontologies. In Figuie/ we can see agents on the
street, populating the environment, while figurds8vand VI-9 illustrate the 3D
visualization.

j| =Rsimulador de Agentes - Comput. Grafica - Daniel Costa de Paiva

Dia: 0 horarie: 07:00

Figure VI-6: At 7:00 AM people are at home
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Simulador de Agentes - Comput. Grafica - Daniel Costa de Paiva

Diz: O horario: 0725

Figure VI-7: At 7:25 AM, people populate the VR Enwronment

Figure VI-8: The 3D Viewer

For this simulation we considered S&o José, agdllacated in the Brazilian
state of Rio Grande do Norte. The village hasiad 600 inhabitants, its main
locations are two churches, a sports gymnasiursufie), one school, three stores
(commerce), and one industrial plant (work placewhich 200 people work.
This village was chosen due to the availabilityrdbrmation as it has been used
as case study for a system in a related projeaterord with panic situations,
PretoSim, which is briefly described below andyfylresented in [Barros, 2004].
PetroSim was designed to help safety engineeryvdlae and improve safety
plans and to help the training of people living regions near to dangerous
installations, the village of S8o José that is tedanear to petroleum extraction
installations. The simulation considers differergeiat psychological profiles
(dependent, leader or normal) and their behavidiaimger situations.
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Figure VI-9: The 3D Viewer

VI-2-2. Simulation Results

For the simulation on the basis of UEM, the uséemgines the distribution of
profiles and people in the houses, and the enviesnins populated at random.
The people move in the environment and they stay fdetermined time interval
in the places where their presence is requiredigatolry) according to their
profile (children at school, etc.). The movemengigded by the A*algorithm

(general search algorithm that is used to sohanrphg problems).

Simulador de Agentes - Comput. Grafica - Daniel Costa de Paiva

Dia: 0) horario: 07:25

“~— Wor

~~aSchool

Church Sport Cent
Store

»

Figure VI-10: Locations of places
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If the agent doesn’t reach its place at regulaetimdoesn’'t stay and goes
back home or any other nonobligatory place. Agezashome after 10 pm.
Locations of some places defined on the ontologyepresented in Figure VI-10.

Dia: 0 horario: 11:29

Figure VI-11: At 11:29 AM, students and employed adlts are in school and work,
respectively. We can observe some other people dretstreet

The other images show the evolution of a specifitukation containing 250
people by using UEM. In Figure VI-11, at 11:29 Abhe can observe student and
employed adults at school and work locations, resgdy. Figure VI-12 shows
the time students leave school and go home.

Dia: 0 horario: 12:05

Figure VI-12: At 12:05 PM, students leave school ahgo to their home or other places, as
considered in the ontology

The following graphs describe the spatial occupatd agents in Sao Jose
Village, according to the simulation undertakentba basis of our model. It is
possible to observe that employed adults (Figurd3j)lspent more time at work,
going to school after 07:00 PM (19:00), afterwatisy adopt other behaviors,
going to home, commerce, etc.
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Figure VI-13: Spatial occupation of employed adults
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Figure VI-14: Spatial occupation of unemployed adubk
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Figure VI-15: Spatial occupation of students

Students (Figure VI-15) stay at school until 12A0, and then they adopt
random behavior going to all possible places. Ali@00 PM (22:00) they stay at
home. On the other hand, unemployed adults staplynat home, but populate
other places too, as described in Figure VI-14.

The system allows user interaction during the satioh. The interactivity is
given by the visualization of the graph, the dgd@n of ontology into the space,
verification of profiles and etc. It is also podsibio change specific place
characteristics during the simulation, consequentlyanging the spatial
occupation.
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VI-2-3. Final Remarks

We have presented an ontology model and an ontdlaggd system that
simulates normal life situations, as well as trseults of its application to a small
village situated in the state of Rio Grande do BloBrazil. The use of Artificial
Intelligence techniques, such as knowledge reptasen through ontologies,
results in an improvement of the quality of theutethat pays off the complexity
increase of the system.

The simulation we implemented presented 2D visaadin of the normal life
activity of 10K agents in S&o José Village achieuredeal time frame rate (30
FPS) in a Intel® Xeon 2.40 GHz, 1GB RAM. UEM is altrplataform tool and
can be executed under different operational systgvirsdows® or Linux®.

With the simulation of S&o José village we wereeabl visualize the crowd
activity and their movement in the space in a séaliway concerning the
distribution of children, employed and unemployetiilts in the village and the
time of the day.

Using UEM, it is possible to extrapolate the numbémpeople in Sao Jose
village and determine the impact of it on the pagah patterns. For instance, if
we know the capacity of specific service (e.g. s¢thwe can estimate problems
related to available space to build residences.

The model can be applied to other environmentscamlalso be extended to
support other types of agents and places. As futnd we are considering the
addition of features for the places and differembye detailed, profiles; testing the
simulation of other environments.

Whereas here we mainly present normal life sitmatio its own, in the future,
we plan to integrate this to panic situation, asaaly developed by the group
[Braun, 2003 ; Barros, 2004, Musse, 2001], sineeldication and activity people
are engaged when the hazardous event occurs isdeeigive to the course of
actions to take place. By considering this aspea&tic simulation can be much
more realistic.

Tutorial -38- Copyright Virtual Concept



Increasing Reality in VR Applications through Physical and Behavioural Simulation

VII. Conclusion

The main goal of this tutorial was to present hawportant is the integration of
physical and behavioural simulation techniques iMotual Reality (VR)
environments. We described the evolution of VirtRahlity tools, from the initial
models of “VR visualization” to models of “VR cogive” environments, which
include tools used in visualization, physics siriala autonomous agents
behaviour simulation and control, and multi-agemiglementation with advanced
knowledge representation and reasoning.

The integration of these physical and behaviourauktion techniques
into a VR environment can improve the user immer&gperience into a virtual
world, since it will be possible to obtain a moe#iable reproduction of the real
(concrete) world, as realistic as possible. We rilesd some important tools and
concepts used to integrate these simulation mdd&sa VR environment. In
order to demonstrate the practical applicatiorheke concepts, we presented two
different types of VR applications, developed ir oesearch group, which make
use of physical and behavioural simulation techesquThe first set of VR
applications presented are focused in the simuladiod design of autonomous
robots of two types: wheeled robots (SEVA3D toolll degged robots (LegGen
tool). The second type of application presented av® simulation tool that uses
high-level knowledge representation and reasonimghanisms (based on an
ontology) to simulate crowd in normal life situat® All those applications
demonstrate the importance and possible improvesmantiained when physical
and behavioural simulation techniques were integrainto virtual reality
environments.
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