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I.A. - Métodos Simbolicos: Conceitos Basicos

REPRODUZIR A
ﬁ

INTELIGENCIA HUMANA

- Conceito de Inteligéncia
- Atividades Inteligentes

- Sistemas Inteligentes:

* Sistemas Especialistas j
* Sistemas de Apoio ao Diagnéstico e a Decisao r
* Reproducao de atividades tipicas dos seres humanos: N
Fala, Audicao, Visao, Deslocamento, Manipulacao de Objetos, etc. N
J
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Métodos Simbolicos: Aquisicao de Conhecimentos

Base de
Conhecimentos
(regras + fatos)

Conversao para um formato
de representacao interno

Aquisigao
Automatica

Explicitacao




Métodos Simbolicos: Representacao de Conhecimentos

* Sistemas baseados em conhecimentos:
KBS - Knowledge Base Systems, Expert Systems (Frames e Redes Semanticas)
Rule BasedSystems, Production Rule Systems

* Sistemas baseados em regras de logica difusa ou nebulosa
Fuzzy Expert Systems

* Sistemas baseados em probabilidades
Redes Bayesianas

* Sistemas baseados em casos ou exemplos
CBR - Case Based Reasoning

* Arvores de decisao
IDT - Inductive Decision Trees

* Algoritmos Genéticos
GA - Genetic Algorithms

Sistemas Especialistas baseados em Conhecimento Simbdlico
Dado um problema:
Assume-se usualmente => Conhecimento é Completo e Correto
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Métodos Simbolicos: Representacao de Conhecimentos

— Conhecimentos Teoricos

XOR=(AOrB ) And Not (A AndB )
ou
XOR=(A And Not(B)) Or (Not(A) And B )

— Conhecimentos Empiricos

A B XOR
0 0 0
0 1 1
1 0 1
1 1 0

J1a3
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Métodos Simbdlicos: Aprendizado

* Aprendizado por analogia
Sistemas baseados em casos
CBR - Case Based Reasoning

* Aprendizado por Indugao
Arvores de Decisao

ID3, C4.5, CN2 - Induction of Decision Trees
ILP - Inductive Logic Programming (Prolog)

» Aprendizado por Explicacao
EBL - Explanation-Based Learning

» Aprendizado por evolucao/selecao
Algoritmos Genéticos
GA e GP - Genetic Algorithms / Genetic Programming

Jd108
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BASE DE DADOS SOBRE O PROBLEMA

NUMERO CEU | TEMPERATURA | HUMIDADE | VENTO | CLASSE
1 ensolarado elevada alta nao N
2 ensolarado elevada alta sim N
3 coberto elevada alta nao P
4 chuvoso média alta nao P
5 chuvoso baixa normal nao P
6 chuvoso baixa normal sim N
7 coberto baixa normal sim P
8 ensolarado média alta nao N
9 ensolarado baixa normal nao P
10 chuvoso média normal nao P
11 ensolarado média normal sim P
12 coberto média alta sim P
13 coberto elevada normal nao P
14 chuvoso média alta sim N

Tabela — Conjunto de dados de aprendizado : Condi¢coes meteoroldgicas

N = Negativo (tempo ruim)

P = Positivo (tempo bom)
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SIMBOLICO

Ensolarad

pP=2
n=3 | HUMIDADE

Normal Alta

P

N

P=4

P=2

N=3

|| §=_95 <———  Questao
— (corte)
Chuvoso

Caso Positivo (P)

AVerdad 1o

P=3
VENTO| {5«

Caso Negativo (N)

IF ( ( CEU=Ensolarado and HUMIDADE=Normal ) or
( CEU=Coberto ) or
( CEU=Chuvoso and VENTO=Falso) )

Then Classe = P

Falso
N <———  (lasse
P (folha)
ARVORE DE
DECISAO
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I Métodos Simbolicos: Vantagens e Desvantagens

+ Conhecimento representado por regras (ou outra estrutura similar)
que podem ser facilmente interpretadas e analisadas;

+ Permite a explicacao do processo que levou a uma determinada resposta;

+ Facil insercao de novos conhecimentos obtidos a partir do especialista ou
através de métodos automaticos de aquisicao de conhecimentos;

- Necessidade de se trabalhar com conhecimentos completos e exatos
sobre um determinado problema;

- Dificuldade de explicitar todos os conhecimentos relativos ao problema
através de regras simbolicas;

- Dificuldade para tratar informacoes imprecisas ou aproximadas,
e valores numéricos (dados quantitativos).

P O L L
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I.A. - Métodos Conexionistas: Conceitos Basicos

|\ﬂ' ‘ J\:|I'5,‘&~.|f _/y . i
o VY A o L K Ysd, - I.-
i el
|

L

: ) 5 &

Sinapse
; Niicleo
— H_ ' Corpo
o Celular
Segmento Inicial
i Dendrito

AxoOnio

Sinapse

Redes Neurais Artificiais:

Neuronio...
Modelo Simulado
Modelo SIMPLIFICADO

Caracteristicas Basicas:
Adaptacao
Aprendizado

Automato

Representacao de
Conhecimentos:

Baseada em Conexoes
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XN <— Entradas
(Dendritos)

<
Ny

<— Pesos Sinapticos
(Efeito de inibi¢cdo ou de excitagao
sobre a ativacao dos sinais de entrada)

Wl W2 oo WN

N o
Y WiXi o <— Ativagdo
Net = . W1.X1 + Biais (Considera o conjunto total das

entradas e dos seus pesos associados)

Fct (Net)
/q <— Funcio de Ativacio
J (Regulagem da saida da rede)
<— Saida

Y (AxOnio: Conexdes com as Sinapses de outras unidades)




XN

<

<— Entradas
(Dendritos)

Wl W2 oo WN

N
Net = 2% Wi.Xi + Biais
1

<— Pesos

(Efeit Rede Neural com apenas 2 entradas:

sobre

X, Y - Entradas (Valores numéricos)
, W,, W, - Pesos Sinapticos

< Ativ

Con " Saida= X Wi.Xi + Biais

= W,. X+ W,.Y+C

Fct (Net)

<— Saida
Y (AxOnio: Conexdes com as Sinapses de outras unidades)

<— Funcdo de Ativagdo
(Regulagem da saida da rede)




X, X, XN < Entradas
(Dendritos)

Wl W2 XY WN

Net = X Wi.Xi + Biais
1

apses de outras unidades)




Métodos Conexionistas: Representaciao de Conhecimentos

Reta, Plano ou Hiper-plano Entrada Y
de separagdo das classes A +1 - Classe A
l - Classe B
A P(X,,Y,) = Classe A
A A A ( 1° 1)
Y e o PX,,Y)
A : Classe A:
B A A A A X*W1+Y*W2 >0
B B A A
-1 A Elfada X
A X,
B B A +1
B B
B g A
B B B Entradas:
B B X, Y
B
Reta:
Classe B: B B XFWI1+Y*W2=0
X*W1+Y*W2 < 0 -1
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I Métodos Conexionistas: Representaciao de Conhecimentos

Redes a base de Prototipos

Y Entradas - X,Y Saida - Classes (A, B ou C)
A

A: Exemplos da classe A
B: Exemplos da classe B
C: Exemplos da classe C

X1, Y, - Prototipo da classe B
X,,Y, - Prototipo da classe A
X3,Y; - Prototipo da classe A

Protétipos:
* Centro de Gravidade
* Raio de influéncia (x,y)

Teste de similaridade:
* Distancia Euclidiana

> X
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Modelos Conexionistas: Classificacao

— Em relacao as unidades da rede:

* Redes baseadas em Perceptrons (MLP - Multi-Layer Perceptron)
* Redes baseadas em Protoétipos (RBF - Radial Basis Function)

— Em relacao a estrutura da rede:

* Redes de uma unica camada
* Redes de multiplas camadas

* Redes do tipo uni-direcional (Feed-Forward)
* Redes do tipo recorrentes (Feed-Back)

* Redes com estrutura estatica (nao altera sua estrutura)
* Redes com estrutura dinamica (altera a estrutura)

* Redes com conexoes de ordem superior

P O L L
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Salda o Saidas
/

Camada
Oculta Camadas
Ocultas
b B e
‘B A B t e
(a) Rede de trés camadas  (b) Rede com atalhos (c) Rede com miuiltiplas camadas

A A A ‘|‘ Atv = £ W, A+W,B+W,AB

—>>

TT A AAAT AN \AT A M
T Redes
A Neurais
(d) Rede recorrente (e) Rede de ordem superior




MLP - Multi-Layer Perceptron

Aprendizado: Back-Propagation

Camada
Oculta

Entradas



Modelos Conexionistas: Classificacao

= Em relacao ao aprendizado:

* Aprendizado supervisionado
* Aprendizado semi-supervisionado (reinforcement learning)
* Aprendizado nao supervisionado (self-organizing, clustering)

* Aprendizado instantaneo
* Aprendizado por pacotes
* Aprendizado continuo

* Aprendizado ativo

* Aprendizado: aproximacao de funcoes
* Aprendizado: classificacao

* Usar apenas uma base de exemplos de aprendizado
* Usar uma base de aprendizado e uma base de teste
de generalizacao

P O L L
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Modelos Conexionistas: Aprendizado Neural

APRENDIZADO = Adaptacao das conexoes (pesos sinapticos)

Medida ] .
do Erro de Saida Descida do Gradiente

Configuracdo de uma Superficie de Erro
Inicial dos Pesos da Rede

Configuracdo > o
Final (apés adaptagio Minimos © Minimo

Locais . Global Mudancgas na

Configuracao dos
Pesos Sinapticos

P O L L
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A

Erro na Saida

da Rede APRENDIZADO:

GENERALIZACAO

Aprendizado:
Parada tardia

— Dados de Teste

Dados de Aprendizado
/
» Numero
de Epocas

" Erro na Saida

da Rede

Parada usando a Validacdo Cruzada
(ponto otimo de generalizagcdo)

— Dados de Teste

Dados de Aprendizado
/

» Numero

de Epocas

J1a3
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I Métodos Conexionistas: Vantagens e Desvantagens

+ Aquisicao automatica de conhecimentos empiricos a partir de uma
base de exemplos de aprendizado referente a um problema;

+ Manipulacao de dados quantitativos, aproximados e mesmo incorretos
com uma degradacao gradual das respostas;

+ Grande poder de representacao de conhecimentos através da
criacao de relacoes ponderadas entre as entradas do sistema;

- Dificuldade de configuracao das redes em relacao a sua estrutura inicial e
também no que se refere aos parametros dos algoritmos de aprendizado;

- Dificuldade de explicitar os conhecimentos adquiridos pela rede
através de uma linguagem compreensivel para um ser humano;

- Dificuldade de convergéncia (bloqueios) e instabilidade, inerentes
aos algoritmos de otimizacao empregados;
- Lentidao do processo de aprendizado / adaptacao.
24
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Sistemas Hibridos Inteligentes

* Conceitos Basicos:

- Complementaridade
- Divisao de tarefas / Especializacao
- Modularidade
- Diversificacao:
* Representacao de Conhecimentos

* Fontes de Aquisicao de Conhecimentos

Exemplo: SER HUMANO

P O L L
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Sistemas Hibridos Inteligentes: Integracao

* Modulos Basicos:

- Métodos Simbdlicos: CBR, KBS, IDT, GA, Fuzzy, ...
- Métodos Conexionistas: Redes Neurais

* Tipos de Integracao:

- Simbélico-Difuso

- Simbélico-Genético
- Neuro-Genético

- Neuro-CBR

- Neuro-Simbodlicos

* Neuro-Fuzzy
e Neuro- IDT
* Neuro-KBS

P O L L
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Sistemas Hibridos Neuro-Simbolicos

A Pural.ner.nte Médulo l;mzll)n,ll(.ente .
% Conexionista Simbélico 1mbpolico 5
s & . + ) s g
<) 2 A —
S 2 Modulo Médulo SM"S}‘II." S5
S Copexu,)r.usta Conexionista m O,ICO
«simbolico» «estendido»
- Sistemas Hibridos >
Método Método Método
Unificado Hibrido Unificado
Hibrido Hibrido Hibrido "
no sentido no sentido no sentido 1
amplo restrito amplo -
I
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_J U \_ Y,
A v Ay

Ambiente / Usuario I ‘ Ambiente / Usuario I

(a) Processamento em Cadeia (b) Sub-Processamento
4 N N
[[ X J
—>
} Y MC || MS
[[ Y ]] . J Y,
A Y A v A v
Ambiente / Usuario Ambiente / Usuario
(c) Meta-Processamento (d) Co-Processamento

SHN MC: Md6dulo Conexionista - MS: Moédulo Simbdélico 29
X,Y: MC ou MS - X diferentede Y Jamumm
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Aquisicao de Conhecimentos

Conhecimentos Teoricos

""Regras"’

Aquisicao de Conhecimentos

= T

"Exemplos'

Conhecimentos Empiricos

P O L L

30
Jaaanm



Aquisicao de Conhecimentos

Conhecimentos Teoricos

Médulo M3

"Regras"’ . P
Simbolico

Aquisicao de Conhecimentos

Médulo  MC

"Exemplos'' ..
Conexionista

Conhecimentos Empiricos




Aquisicao de Conhecimentos

Conhecimentos Teoricos

Médulo  MS
Simbolico

Aquisicao de Conhecimentos

= T e

Modulo
Conexionista

"Exemplos'

Conhecimentos Empiricos




Aquisicao de Conhecimentos
Sistema Hibrido Neuro-Simbolico

Conhecimentos Teoricos

Médulo  MS
Simbolico

Aquisicao de Conhecimentos | Transferéncia de
A Conhecimentos

Médulo  MC
Conexionista

"Exemplos'

Conhecimentos Empiricos




Sistemas Hibridos Neuro-Simbolicos

1. SYNHESYS - A. Giacometti
Symbolic and NEural Hybrid Expert SYstem Shell

Rede incremental baseada em prototipos - ARN2

Modulo simbdlico de inferéncia com «Forward/Backward Chaining»

2. KBANN - G. Towell

Knowledge Based Artificial Neural Networks
Rede do tipo MLP com uso do algoritmo Back-Propagation

Compilacao de regras em uma RNA, aprendizado e extracao de regras

3. INSS - F. Osorio

Incremental Neuro-Symbolic System
Rede incremental do tipo MLP com uso do algoritmo Cascade-Correlation

Compilacao de regras, aprendizado, extracao e validacao

Jd108
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Sistema SYNHESYS

Situacao
Y _ Y
Modulo « | Transferéncia Modulo
Simbolico de Conhecimentos Conexionista

Decis — »| Gestionario |
‘ ecisio |<— , : )
 de interagdes > Decisao

Y/

P O L L
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Sistema SYNHESYS

Entradas - X,Y Saida - Classe (A, B ou C)

A: Exemplos da classe A
B: Exemplos da classe B
C: Exemplos da classe C

X,,Y, - Protétipo da classe B
X,,Y, - Prototipo da classe A
X,,Y; - Prototipo da classe A

Protétipos:
* Centro de Gravidade (x,y)
* Raio de influéncia (rx,ry)

Teste de similaridade:
* Distancia Euclidiana

Prototipos: Hiper-elipsoides / Hiper-Esferas

36
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Sistema SYNHESYS

Y Entradas:

X =1[0..30]
Y =[0..20]

Saidas (Acoes):
Acaol , Acao2 , Acao3

Regras:

R1: Se Y in [0..10] entao Y_Fraco
R2: Se Y in [10..20] entao Y_Forte
R3: Se X in [0..10] entao X_Fraco

2
1

: = R4: Se X in [10..20] entao X_Médio
s . RS5: Se X in [20..30] entao X_Forte
j : : R6: Se Y_Fraco entao Acaol
61 . f R7: Se Y Forte e X Fraco
_ Agaol ; entio Aciao3
41 : ; R8: Se Y_Forte e X_Forte
; f entao Acao3 ]
271 ; f R9: Se Y in [14..20] e X_Médio
: , , . , . , , entiao Acao2 -
-I””l “““ | — | B E— ] ] 1 H ¢ 1
3 6 9 12 1518 21 24 27 30 X -
Protétipos: Hiper-retangulos -, B
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Ds : Decisao do Modulo Simbélico

Dc : Decisao do Modulo Conexionista

Apagar ou adicionar uma regra

Synhesys

Dsc : Decisao Simboli-Conexionista l
Forward
A Chaining
Moédulo
Simbolico
IS{em Backward
espostd Chaining
‘ Dc I
Médulo
Conexionista

T Aprendizado / Adaptacao (Pode usar Ds)

\
= ®

38
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Sistemas Hibridos Neuro-Symbolicos

~/ 1. SYNHESYS - A. Giacometti
Symbolic and NEural Hybrid Expert SYstem Shell

Rede incremental baseada em prototipos - ARN2

Modulo simbdlico de inferéncia com «Forward/Backward Chaining»

=) 2. KBANN - G. Towell

Knowledge Based Artificial Neural Networks
Rede do tipo MLP com uso do algoritmo Back-Propagation

Compilacao de regras em uma RNA, aprendizado e extracao de regras

3. INSS - F. Osorio

Incremental Neuro-Symbolic System

Rede incremental do tipo MLP com uso do algoritmo Cascade-Correlation

39
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Sistema KBANN

Conhecimentos

simbolicos
iniciais

Rede
Neural apos
o aprendizado

Rede
Neural
inicial

refinados

J1a3

Conhecimentos
simbolicos
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Unidades de Entrada

Base de Conhecimentos Simbolicos

Conclusoes
ntermediarias

A‘XI)
Fatos de Base (Premissas)

Conclusoes
Finais

Regras e Redes

KBANN



Conhecimentos sobre um dominio de aplicacao

Conhecimentos Teoricos
XOR=(AOrB ) And Not (A AndB )

ou

XOR=(A And Not(B)) Or (Not(A) And B )

Conhecimentos Empiricos \ 6

A B XOR

——O O
— = O
S O

O
1

KBANN - Aquisicao de Conhecimentos

< > /\

t

o



Operador OU - Disjuncao:
X - A. X :- B.
X :-C.

Operador E - Conjuncao:
X :- A, B, Not(C), Not(D).




RNA : Multi-Layer Perceptron (MLP) - Algoritmo utilizado : Back-Propagation

Medida
do Erro

Minimizacao do Erro:
Configuracao Calculo baseado no
Inicial gradiente da curva de erro

Mudancas na
Configuracao dos
Pesos Sinapticos

\
&

N
3

Configuragdo \, .
Final (ap0s adaptagao) Mlnlfnos
Locais

Minimo
Global

KBANN - Aprendizado

[ BS
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Algoritmo SUBSET

IF (A and B and C) or
(A and B and Not(D)) or
(A and C and Not(D)) or
(B and C and Not(D))

THEN X

-

.

.

1

KBANN - Extracdo de Regras -
ELLLL



Sistema KBANN

Pontos fracos do Sistema KBANN ‘

» Algoritmo de aprendizado pouco eficiente (Back-Propagation)
* Redes Neurais estaticas

» Bases de conhecimentos (regras e exemplos) com problemas significativos
de incompletitude ou de incorrecao

» Mudanca do significado das unidades inseridas na rede neural
* Processo de extracao de regras muito pesado (complexo)

» Extracio de regras : implica na analise de todas as unidades da rede

o Utiliza unicamente regras simboélicas muito simples (compilacio e extracao) |
Regras de producao IF/THEN - Representacao de conhecimentos pobre -
, -

* Dificuldade para trabalhar com atributos quantitativos (variaveis continuas) q
d

46
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Sistemas Hibridos Neuro-Symbolicos

~/ 1. SYNHESYS - A. Giacometti
Symbolic and NEural Hybrid Expert SYstem Shell

Rede incremental baseada em prototipos - ARN2

Modulo simbdlico de inferéncia com «Forward/Backward Chaining»

§/ 2. KBANN - G. Towell

Knowledge Based Artificial Neural Networks
Rede do tipo MLP com uso do algoritmo Back-Propagation

Compilacao de regras em uma RNA, aprendizado e extracao de regras

mp 3. INSS - F. Osoério

Incremental Neuro-Symbolic System

Rede incremental do tipo MLP com uso do algoritmo Cascade-Correlation

47
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Sistema INSS

Conhecimentos Teodricos Conhecimentos Empiricos

v

MS

Modbdulo
Simbdlico

Modulo de
Validacao
xtracac

Modbdulo
Conexionista
[RNA]

Transféerencia de Conhecimentos

INSS - Incremental Neuro-Symbolic System

J1a3
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Sistema INSS

Regras Simbdlicas

Conversor “

Cli “ Regras > Rede
Ips

M()D,ULO NeuComp
SIMBOLICO
Rede
Inicial

J1a3
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P O L L



Sistema INSS

MODULO
CONEXIONISTA
A
NeuSim

Exemplos I

Rede
Inicial

Rede . .
Refinada

J1a3
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Sistema INSS

Regras
Refinadas

Conversor
Rede > Regras

Extract
Rede
Refinada

J1a3
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Sistema INSS

Regras Simbolicas I(- -----------------------------

Rede
Refinada
Exemplos I(_ ______________________________

52
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Regras E
Refinadas o
D
E
Conversor
Redes > Regras X
Extract If
D
A
¢
A
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Sistema INSS

Regras Simbodlicas

Conversor I- _____
Regras > Rede

Regras
MODULO NeuComp Refinadas
SIMBOLICO T
Rede

Inicial

“ Conversor “
) <1 | Rede > Regras
MODULO
0 NeuSim Rede S
Refinada

M
0
D
U
L
0
D
E
\4
A
L
I

D
A
¢
A
0

Exemplos I(_ ______________________________
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INSS : Compilacao de Regras

SFeatures:
A:binary;
B:binary.
SEnd_Feat.

SRules:

A_OR_B <—- A;
A_OR_B <- Bj;

A AND B <- A, B;
XOR <- A _OR B, A AND B(false).
SEnd_rules.

SEnd.
%% Exclusive Or - Ldégica Booleana
%% Xor = (A Or B) And Not (A And B)
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INSS: Compilacao de Regras

Regras de ordem 0+

GREATER_THAN { Trait, ValCte ) IN_RANGE( Trait, ValCte1, ValCte2 |
1 —m e - I D EN T 1
Confiance: = ‘Confl5. anp' —~— Confiance: ; . 'C5 . gnp' ——
+1.08,0.0, 008 e 'cg:mg:E' —+- +1.05,00,-0.05 { N *T 'CDD-S:E' +-
Conf08.gnp’ -=-- | -. 05, gnp' -=--
05 —- 1 08t || . 08 —- 1
ValCte =05 | ValCtel =03
' WalCte2 =06
.
06t |
04}
i
|
02t I
I
|| ::
ety el BT B 0 W ERERCHE B N ENEHE e B RS T B - B e
a 0.1 0.2 0.3 Dtl _05 _D._E_ 0.7 0.8 na 1 0 0.1 0z 0.3 0.4 0.5 0kB 07 08 na 1
Valor de Entrada (Trait) Valor de Entrada (Trait)
Greater_Than (Variavel, Valor) In_Range (Variavel, Min, Max)
Greater_Than (Variavel, Variavel) Equal (Variavel, Valor)
Less_Than (Variavel, Valor) Equal (Variavel, Variavel)

Less_Than (Variavel, Variavel)

P O L L

55
Jaaanm



INSS : Rede Neural Incremental

Algoritmo Cascade-Correlation (CasCor)

Cnsrnde— Carreflatters fO AT SAAT

& — Unidades inseridas pelo CasCor

Carcrde— Caorrelaftorn WSS

Rede obtida
pela compilagéo
de regras do MS
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INSS e Rule_Out : Extracao de Regras

Algoritmo de extracao de regras : SUBSET [Towell]

RULE_OUT:
* Extrair os novos conhecimentos adquiridos
* Extrair as regras mais importantes
- Selecao das unidades (neuronios) para a extracao
- Selecao das conexoes para a extracao

* Em estudo : regras de ordem 0*

Vantagens:
* Extracao incremental de conhecimentos

* Validacao dos conhecimentos adquiridos
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I INSS : Validacao dos Conhecimentos

Conhecimentos Teoricos

Conhecimentos Empiricos

R1 : If (A Or B ) Then XOR=1

R2 : If Not (A And B ) Then XOR=1

R3 : If (A And B ) Then XOR=0

R4 : If Not (A) And Not (B ) Then XOR=0
Validacdo

* Incoeréncia entre R3 (Saida=0) e E4 (Saida=1)

» Nao existem regras que satisfacam E4

Ex. A B XOR

El 0 0 0
E2 0 1 1
E3 1 0 1
E4 1 1 1
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Sistema INSS

Pontos fortes do Sistema INSS e e §W/€
* f}/m\

* Algoritmo de aprendizado com um 6timo desempenho (Cascade-Correlation)

* Rede Neural do tipo incremental

* Permite o uso de conhecimentos (regras e exemplos) incompletos ou incoerentes

* Nao modifica o significado das unidades inseridas na rede
* Processo incremental de extracao de regras

» Extracao de regras: analise parcial da rede (+ eficaz)

o Utiliza regras simbdlicas de ordem 0 e 0* (compilacao)

* Trabalha com atributos quantitativos (variaveis continuas) e
qualitativos (variaveis discretas)

Aprendizado de Mdquinas Construtivo

Jd108
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Sistema INSS : Aplicacoes

» Problemas Artificiais de Classificacdo (Monk’s Problems - S. Thrun)
» Ajuda ao Diagnostico Médico - Comas Toxicas (Projeto Esprit MIX)
* Robotica Autonoma (Robé movel Khepera)

* Problema da Balanca (Balance Scale Problem - T. Shultz)

J1a3
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Consideracoes Finais

* Conhecimentos : regras / exemplos - incompletos / incoerentes
» Algoritmos de aprendizado eficientes

* Redes Neurais do tipo incremental / Redes Recorrentes

* Compilacao e extracao de regras de alto nivel

» Atributos quantitativos e qualitativos

 Validacao dos conhecimentos adquiridos

* Evolucao dos conhecimentos de forma continuada

* Aumento do poder de representacao de conhecimentos

 Integracao de multiplos moédulos: CBR, Fuzzy, GA, ...
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